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Machine Learning-Based Prediction of Depressive
Disorders via Various Data Modalities: A Survey

Abstract—Depression, a pervasive mental health disorder, has
substantial impacts on both individuals and society. The conven-
tional approach to predicting depression necessitates substantial
collaboration between health care professionals and patients,
leaving room for the influence of subjective factors. Consequently,
it is imperative to develop a more efficient and accessible
prediction methodology for depression. In recent years, numerous
investigations have delved into depression prediction techniques,
employing diverse data modalities and yielding notable advance-
ments. Given the rapid progression of this domain, the present
article comprehensively reviews the major breakthroughs in
depression prediction, encompassing multiple data modalities
such as electrophysiological signals, brain imaging, audiovisual
data, and text. By integrating depression prediction methods
from various data modalities, it offers a comparative assessment
of their advantages and limitations, providing a well-rounded
perspective on how different modalities can complement each
other for more accurate and holistic depression prediction. The
survey begins by examining commonly used datasets, evaluation
metrics, and methodological frameworks. For each data modality,
it systematically analyzes traditional machine learning methods
alongside the increasingly prevalent deep learning approaches,
providing a comparative assessment of detection frameworks,
feature representations, context modeling, and training strategies.
Finally, the survey culminates with the identification of prospec-
tive avenues that warrant further exploration.

Index Terms—Depression Prediction, Machine Learning, Elec-
trophysiological Signals, Brain Imaging, Audiovisual Data, Text.

I. INTRODUCTION

EPRESSIVE disorders, also known as depression, is a

prevalent mental disorder [1]-[3], affecting over 280
million individuals globally [4]. Characterized by persistent
sadness, diminished interest, and impaired daily functioning,
it can severely impact patients’ quality of life [5]-[7]. In
severe cases, depression may trigger self-harm or suicidal
ideation [8]-[10], with an estimated twelve-fold increase in
suicide risk [11]. Undoubtedly, the consequences of depression
are profound.

To alleviate the damage caused by depression, an effective
prediction is essential. However, four primary challenges per-
sist in clinical depression prediction: (1) Inadequate objective
measures: Unlike many physiological disorders, depression
lacks precise biomarkers, leading clinicians to rely largely on
psychological questionnaires and patient self-reports [12]. This
reliance can introduce bias, as individuals may provide inaccu-
rate information due to personal biases, social expectations, or
challenges in recalling past experiences [13]-[15]. (2) Scarce
medical resources: The diagnosis and treatment of depression
face significant shortages of medical professionals and re-
sources. Approximately 75% of patients do not receive timely
diagnosis and treatment, particularly in low- and middle-

income countries [16]. Moreover, inefficient and lengthy face-
to-face consultations with psychiatrists exacerbate psychiatric
care resource constraints [17], [18]. (3) Financial barriers:
For many depressive individuals, financial limitations restrict
access to consistent and adequate care [19]. Mental health
services are often expensive, even for those with insurance or
financial assistance. (4) Social stigma: Public misconceptions
frequently lead to resistance or avoidance of mental health
care. Individuals may fear altered treatment by family and
friends upon disclosing mental health concerns or worry about
potential negative repercussions at work [20], [21].

To address the challenges in depression prediction, re-
searchers have recently proposed machine learning-based ap-
proaches [22]-[31], which have further strengthened the the-
oretical foundation in this field. These techniques enable the
automatic extraction of relevant features from depression data,
unveiling the intrinsic links between clinical symptoms and
physiological signals, thereby becoming a crucial direction
for depression prediction [32]. The following advantages arise
from machine learning-based depression prediction: (1) High
efficiency: Utilizing machine learning technology to analyze
depressed patients’ physiological signals and generate objec-
tive predictive indicators allows for expedited and effective
prediction. (2) Auxiliary Assistance: Automatic depression
prediction through machine learning methods can effectively
complement traditional depression scale screenings, thus re-
ducing the workload of medical professionals. However, de-
spite their robust performance in various tasks, machine learn-
ing models are susceptible to biases. This issue arises because
these models are trained on historical data, which, if biased,
can propagate similar biases in model predictions. Therefore,
it is crucial to carefully evaluate and validate machine learning
models in real-world settings.

Early studies on depression prediction primarily relied on
traditional machine learning methods, achieving some degree
of success with small-scale datasets [33]-[36]. With the rise
of deep learning, large-scale data and more powerful com-
putational resources have driven significant progress in this
field [37]-[43]. Several review papers to date have summarized
recent advances in depression prediction, with some, such as
[44]-[53], focusing on specific modalities or methodologies.
While [54] encompasses a broad range of modalities and
machine learning methods, yet its analysis is limited to basic
statistical summaries and lacks systematic review and in-depth
exploration. Additionally, it only includes studies up to mid-
2021, excluding significant recent advancements, as shown in
Fig. 1. Thus, a comprehensive review is essential to capture the
current landscape and future directions for machine learning
in depression prediction.

The primary aim of this paper is to systematically review
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Fig. 1. The evolution of depression prediction methods.

and analyze the application of machine learning in depression
prediction, highlighting recent advancements across various
data modalities and revealing future research directions and
challenges. Specifically, we focus on two main approaches:
traditional machine learning and deep learning. We provide
an overview of the research process in machine learning,
summarize typical methods, and offer a comparative analysis
of the strengths and limitations of each approach. Furthermore,
we explore future directions in light of recent advancements
in intelligent computing and big data technologies. In the
application of machine learning, the choice of data modality
is crucial for both model performance and interpretability.
By analyzing the different data modalities, we delve into
their potential and challenges in depression prediction, thereby
providing strong support for methodological advancements. As
shown in Table I, we focus on methodological advancements

and potential research directions in four main data modalities:
electrophysiological signals, brain imaging, audiovisual data,
text, and mixed data.

(1) Electrophysiological signals are changes in the mem-
brane potential of individual cells recorded by surface metal
electrodes [55]. Electroencephalography (EEG) and electro-
cardiography (ECG)/heart rate variability (HRV) are clin-
ically relevant electrophysiological signals that are widely
employed in depression prediction due to their noninvasive
detection [56]—-[61].

(2) Brain imaging refers to noninvasive or minimally inva-
sive techniques that enable imaging of the brain’s structure or
function [62], Magnetic resonance imaging (MRI), functional
near-infrared spectroscopy (fNIRS), etc., are its primary data
representations. Research suggests that brain imaging can
identify different types of depression based on the affected
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brain imaging, audiovisual data, and text. For each modality, we provide a
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comparison. Finally, based on a synthesis of the characteristics and research
findings for each data modality, we propose directions for future.
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brain region [63]-[68].

(3) Audiovisual data, including facial expressions, speech,
and gait, are captured by video and audio recording devices.
Slower movement and speech are common clinical manifesta-
tions of depression [69], which can be audio-visually captured
and used as a valuable tool in depression prediction [70]-[73].

(4) Text is a direct medium for expressing thoughts and
emotions. Social media platforms provide an avenue for people
to express their true feelings. Numerous studies have examined
textual expression disparities between depressed and nonde-
pressed individuals in social media settings [46], [74]-[80].

(5) Mixed data provide more features than single modality
data, resulting in a relatively comprehensive understanding of
the symptomatology of depressed patients [81]-[84].

This analysis encompasses over 200 research contributions,
providing a systematic and in-depth survey of depression
prediction. The primary contributions of our work, compared
to existing literature, are as follows:

(1) We present a comprehensive overview of methodologies
across diverse data modalities in depression prediction, includ-
ing electrophysiological signals, brain imaging, audiovisual
data, and text. A single data modality may not fully capture the
complexity and multidimensional characteristics of depression.
Through a detailed comparative analysis of each modality’s
strengths and limitations, we offer diverse insights that en-
hance understanding and predictive accuracy for depression.

(2) We outline the machine learning research process within
each modality, summarizing prevalent methodologies and pro-
viding a comparative analysis of the advantages and limitations
of various approaches. This serves as a valuable reference
for model selection and optimization in depression prediction
across different modalities.

(3) We delve into future directions and potential challenges
in depression prediction across several dimensions—including
task types, datasets, model, applications, inter-modal com-
parisons, and ethical issue a comprehensive and insightful
research survey to guide future studies.

Our survey review focused on research conducted in the
past decade, from 2013 to 2023. Several of the significant
methods in the field of depression prediction developed during

this period are shown in Fig 1. This time frame was chosen
because of the rapid developments in machine learning in
recent years, and we aimed to reflect the latest advancements
and trends in this field. Finally, the papers included in our
survey had to meet the following criteria: (1) Explicitly dis-
cussing the prediction of depression. (2) Applying at least one
machine learning technique. (3) Publishing in peer-reviewed
journals or conference proceedings. (4) Providing sufficient
methodological details for the assessment of research quality.

The remainder of this survey is structured as follows:
Section II introduces fundamental concepts related to depres-
sion prediction tasks, including scales, datasets, and methods.
Sections III to VII provide an in-depth analysis of machine
learning-based approaches to depression prediction, focusing
on various data modalities. In Section VIII, we explore poten-
tial areas for future research. Section IX concludes the survey.
In addition, for the sake of clarity, the structure of this paper
is graphically illustrated in Fig. 2.

II. BACKGROUND

This section provides an overview of depression prediction
tasks, including scales, datasets, and methods.

First, depression scales utilized as predictive labels are
introduced. Second, some publicly and privately datasets are
presented. Third, the process of developing depression predic-
tion models based on various modalities is outlined.

A. Depression Rating Scales

Depression rating scales, commonly employed in psychi-
atric practice, provide a straightforward means of capturing
depressive symptoms, reflecting patients’ subjective experi-
ences. While serving as predictive tools for depression, final
diagnoses rely on clinical judgment and medical data analysis.
However, due to privacy considerations, patient information is
typically safeguarded from public access, leading most studies
on depression prediction to rely on questionnaire responses as
the primary data source. (Due to length limitations for regular
submissions, we provide the standard depression test scales in
the supplementary material).

B. Datasets

This section introduces publicly available datasets with
name, subject, and data modality information, as shown in
Table II. Due to privacy concerns, only a few data modalities
have publicly available datasets. Audio, video and text data are
easier to collect, so most publicly available datasets are related
to these modalities. Due to space limitations, here we only
briefly show some representative and frequently used public
datasets. Additionally, we present privately managed datasets
that are used only by researchers for their analyses.

The Multimodal Open Dataset for Mental-disorder Analysis
(MODMA) [86] comprises EEG data and audio recordings,
mainly from clinically depressed patients and their matching
normal controls, serving as a multimodal open dataset for
mental disorder analysis.

The Audio/Visual Emotion Challenge (AVEC) [25], [35],
[88]-[90], [97], [98] is an expression recognition challenge
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TABLE I
COMMONLY EMPLOYED DATASETS

Dataset Modality Subjects Type Public/Private
Acharya et al. [85] EEG 15D+15C Depression Private
MODMA [86] FEG 2DC | Mental-disorder | Public

A 23D+29C

Song et al. [87] fNIRS 108D+30C Depression Private
AVEC2013 [35] A+V(Facial images) 292 Depression Public
AVEC2014 [88] A+V (Facial images) 84 Depression Public
DAIC-WOZ [25], [89] | A+V (Facial features) 60D+133C Depression Public
E-DAIC [90] A+V (Facial images) 275 Depression Public
EATD [91] A+T (Transcripts) 30D+132C Depression Public
RSDD [92] T 9210D+107274C Depression Public
eRisk [93] T 135D+752C Depression Public
CLPsych 2015 [94] T 327D+573C Depression Public
Bell Let’s Talk [95] T 53D+101C Depression Public
Yuan et al. [96] Gait 54D+47C Depression Private

! The subjects are divided into two types: people with depression (D)
and healthy controls (C).

2 The data modalities are represented as audio (A), text (T) and video (V).

Some datasets only provide depression scores for regression tasks and
does not provide the number of depression and normal controls.

that has been held every year since 2011. It is recognized as
the top international competition in the field of emotional com-
puting. AVEC2013 began to introduce the task of depression
prediction, which considers the analysis of depression based
on auditory vision as a classification or regression problem.

The Audio-Visual Depression Corpus (AViD-Corpus) [35],
[88] contains 340 video clips of subjects performing a human-
computer interaction task while being recorded by a webcam
and a microphone. The speakers were recorded between one
and four times, with a period of two weeks between the
measurements. These data were used for the AVEC2013 and
AVEC2014 Challenge, and AVEC2014 uses a subset of the
AVEC2013 audio-visual depression corpus.

The Distress Analysis Interview Corpus/Wizard-of-Oz
(DAIC-WOZ) [99] contains clinical interviews designed to
support the diagnosis of psychological distress conditions such
as anxiety, depression, and post-traumatic stress disorder. The
collected data include audio and facial features and exten-
sive questionnaire responses. These data were used for the
AVEC2016 and AVEC2017 Challenge.

The Extended DAIC Database (E-DAIC) [90] is the ex-
tended version of the DAIC-WOZ database for depression
and post-traumatic stress disorder assessment, developed by
the Institute for Creative Technologies. These data were used
for the AVEC2019 Challenge.

The Emotional Audio-Textual Depression Corpus (EATD-
Corpus) [91] contains audio and extracted transcripts of
responses from 162 depressed and nondepressed volunteers.
EATD-Corpus is the first and only public depression dataset
that includes audio and text data in Chinese.

The Reddit Self-reported Depression Diagnosis (RSDD)
dataset [92] consists of Reddit posts for 9,210 users who have
claimed to have been diagnosed with depression and 107,274
healthy users, which is a large-scale general forum dataset.

The early risk (eRisk) dataset [93] comprises text samples
aggregated from postings by 887 Reddit users. The task’s idea
is to classify users into depression risk cases and non-risk
cases.

The Computational Linguistics and Clinical Psychology
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Fig. 3. Multiple-modality depression prediction methods.

(CL-Psych) [94] offers direct comparisons of methods for
analyzing language related to mental health on social media.
The dataset utilized includes tweets from users who state a
diagnoses of depression or post-traumatic stress disorder.

Bell Let’s Talk [95] is a campaign created by Bell Canada to
help reduce stigma and promote awareness and understanding
of mental health issues. Canadians started the dialog on mental
health, contributing more than 122 million tweets, texts, calls
and social media shares on Bell Let’s Talk Day.

Furthermore, there are other public datasets that have been
less utilized compared to those mentioned in the Tablell.
Due to space constraints, we have not provided detailed
descriptions of these datasets here, such as Multiface [100],
Early Mental Health Uncovering [101], Moodable and EMU
datasets [76], Black Dog Institute [102] and University of
Pittsburgh depression dataset [103].

C. Methods

Although a range of methods have been proposed for de-
pression prediction based on different modality, the underlying
predictive procedure remains consistent, as shown in Fig 3.

1) Data: Depression prediction relies on two main types
of data: clinical data (e.g., EEG, fMRI) collected via clinical
sensors, providing objective physiological measurements, but
requiring expensive equipment and expert interpretation; and
daily data (e.g., audio-video recordings, social media data),
offering easy access and authentic reflections of daily life
but facing challenges like unstable quality and environmental
noise interference during acquisition and processing [104].

2) Pre-processing: Raw data often contain significant noise
from the capture device and environment. For instance, an
electrophysiological signal may be affected by baseline drift,
power-line interference, and electromyography signals caused
by equipment and the human body [105]-[107]. Audiovisual
data are susceptible to environmental influences, resulting in
considerable noise, such as background noise, variations in
lighting, and motion blur. Thus, preprocessing raw data is
necessary, and appropriate methods should be used to remove
different noises. Preprocessing also allows data normalization
and conversion [108], [109] to a proper format for subsequent
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feature extraction, matching the model’s requirements and
improving performance.

3) Feature extraction and selection: Feature extraction
entails converting data to numerical attributes that preserve
crucial information for depression prediction while enabling
model differentiation. This process can involve either hand-
crafted or data-driven approaches. Hand-crafted feature extrac-
tion involves the manual identification of attributes based on
data properties and task requirements [110]-[112]. Data-driven
techniques employ sophisticated algorithms, such as deep
learning methods, to automatically extract features without
human involvement.

Extracting diverse features from datasets often introduces
a substantial amount of irrelevant and redundant information.
This typically prolongs feature analysis and model training,
increases the risk of overfitting, and diminishes the model’s
generalization capacity, ultimately leading to reduced recogni-
tion rates. Furthermore, feature sparsity can exacerbate model
performance degradation. In such instances, employing an
appropriate feature selection method can markedly enhance
classification accuracy by isolating the most informative fea-
tures.

4) Prediction: In depression prediction models, this task
can be represented through a unified mathematical formula-
tion. Let the input data be denoted by X and the predicted out-
put by y. Regardless of whether traditional machine learning
or deep learning methods are employed, the core objective of
the model is to construct a mapping function f(-) that satisfies
the following relationship:

y=f(X;0,0) €))

where X represents the input data, which may include various
data modalities such as EEG, images, audio, or text. y de-
notes the output of the depression prediction model, typically
expressed as a classification label or risk score. f(-) is the
depression prediction model, defining the mapping from input
X to output y.  and ¢ are parameter sets corresponding to
the feature extraction and prediction components, respectively.

In traditional machine learning methods, the feature extrac-
tion process g(-) is typically hand-crafted and does not rely
on learning parameters. These manually designed features are
then fed into classifiers or regression models for depression
prediction [35], [85], [113]. The corresponding mathematical
formula can be expressed as:

y = h(g(X);9) (2)

where ¢(X) is the hand-engineered feature function, which
transforms the original data X into the feature space. h(-)
is the classifier or regression model parameterized by o,
which may include models such as Support Vector Machine
(SVM) [114], Support Vector Regression (SVR) [115], Ran-
dom Forest (RF) [116], and Logistic Regression (LR) [117].
Deep learning methods typically adopt an end-to-end struc-
ture, enabling automatic feature extraction and depression
prediction within a single learning process [105], [118]-
[120]. As shown in 1, feature extraction and prediction are
integrated into a unified model, with parameters 6 and ¢ being

jointly learned. This approach is applicable to various deep
learning architectures, such as Convolutional Neural Networks
(CNNs) [121], Recurrent Neural Networks (RNNs) [122],
Long Short-Term Memory networks (LSTMs) [123], and
Transformers [124].

In the subsequent sections, we outline the plan based on
specific modality data, covering data preprocessing, feature
extraction and selection, and prediction. Feature extraction and
selection are mainly targeted at traditional machine learning
methods that require manual feature extraction, as deep learn-
ing methods typically operate in an end-to-end manner without
the need for additional feature processing. Additionally, we
summarize the experimental results for each modality to
facilitate comparative discussions.

5) Parameter Tuning and Optimization: In machine learn-
ing based prediction of depressive disorders, effective pa-
rameter tuning and optimization strategies are crucial for
enhancing model performance, especially when working with
diverse data modalities (e.g., text, audio, EEG signals). To
guide future researchers in effective parameter tuning, we
recommend considering both traditional and model-free op-
timization methods. (1) Traditional Optimization Methods.
It primarily include grid search, random search, evolutionary
algorithms, adaptive tuning strategies, and combined tuning
approaches [125]-[130]. These methods rely on specific search
processes or optimization rules to ensure that the optimal
parameters are identified within a defined tuning space. For
example, a combination of grid search and random search
can be applied to models using speech and text data: random
search initially identifies a broad parameter range, followed
by grid search for fine-tuning, optimizing the extraction of
audio and text features. Adaptive tuning strategies are valu-
able for handling physiological signals with high individual
variability (such as EEG), automatically adjusting parameters
to improve the model’s robustness.In deep learning, due to the
high dimensionality and non-linearity of models, parameter
optimization becomes more complex. Therefore, selecting the
appropriate optimization algorithm is crucial for improving
both training efficiency and model performance. Gradient
descent methods are widely used in deep learning, with
adaptive optimization algorithms such as Adam and Momen-
tum being particularly effective in accelerating convergence
and enhancing model performance in tasks [131]-[133]. (2)
Model-Free Optimization Methods. It enable optimization
without relying on gradient information, making them espe-
cially suitable for non-continuous or complex loss functions.
As a model-free optimization technique, the Beetle Anten-
nae Search (BAS) algorithm efficiently optimizes the non-
continuous or complex loss functions commonly encountered
in multimodal depressive disorder recognition tasks [134],
[135]. Further, advanced BAS variants, such as fallback beetle
antennae search algorithm, Beetle Antennae search ( BAS
) algorithm, called BAS-adaptive moment estimation [136],
[137], can offer robust global search capabilities, low time
complexity, dynamic adaptability, and enhanced robustness,
making it highly effective for supporting multimodal data
integration and optimization in depressive disorder recogni-
tion tasks. Future research can explore model optimization



based on BAS and its improved variants to enhance model
performance and generalization. (3) Hyperparameter opti-
mization. Hyperparameter optimization plays a pivotal role
in the performance of deep learning models, particularly
for complex tasks such as depression prediction. Typically,
researchers rely on experience and domain knowledge to select
initial hyperparameter values, guided by factors such as model
type, data characteristics, and task requirements. Validation set
testing remains a common approach for optimization, where
various hyperparameter configurations are evaluated to identify
the combination that maximizes model performance. However,
this process is resource-intensive, time-consuming, and task-
specific, as optimal hyperparameters often vary across tasks,
making it challenging to standardize.

III. ELECTROPHYSIOLOGICAL SIGNALS

Depression, a mental disorder characterized by severe
mood fluctuations and aberrant brain activity, can be detected
by EEG-monitored brain activity [138], [139]. Depressive
episodes may also present with symptoms such as nausea,
vomiting, chest tightness, and sweating, indicative of auto-
nomic dysfunction [140]. Signals such as ECG, heart sounds,
and pulse can partially capture these alterations, highlighting
the electrophysiological differences between depressed and
healthy individuals. Consequently, depression prediction using
these signals has emerged as a prominent research area and a
promising direction. Given the infrequent use of other signal
types, we focus on EEG- and ECG-based depression predic-
tion. Additionally, due to the scarcity of relevant regression
tasks, our attention is centered on classification tasks.

A. EEG

EEG, a direct and objective representation of human neu-
rological brain activity, closely correlates with brain function
and emotional state. EEG provides a real-time depiction of
emotional changes and high temporal resolution for exam-
ining brain dynamics [141]-[143]. Consequently, EEG is a
promising signal for depression prediction [144]. Current re-
search predominantly employs conventional machine learning
methods [145], while some scholars explore deep learning
algorithms, resulting in significant advancements [47].

1) Pre-processing: EEG device-captured signals are low-
resolution due to poor signal-to-noise ratios, impaired by
physiological artifacts such as muscle movements, eye blinks,
and heartbeats, as well as non-physiological factors including
electrode placement, ambient noise, and device faults. For
accurately identify depression, it is essential to remove noise
and artifacts from raw data. Artifact removal can be auto-
mated or manual. Automated methods typically involve filter-
ing [146]-[148] and Independent Component Analysis [148]-
[150], which, however, may alter the inherent dynamics of the
signal. In some studies, the task of artifact removal is manually
carried out by experts with extensive experience [22], [151].
They meticulously examine each signal to pinpoint the exact
locations of artifacts, selecting periods devoid of artifacts for
analysis to minimize any changes to the signal being studied.
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Moreover, deep learning preprocessing also involves min-
max normalization [149], [151], [152], converting 1D EEG
signals into 2D image matrix [150], and the creation of
functional connectivity maps [153]. These steps enrich the
data representation, providing a higher dimensionality of in-
formation that allows deep-learning models to detect and learn
complex, depression-related patterns more effectively.

2) Feature extraction and selection: Features derived from
EEG signals can be broadly categorized into linear analyses
and nonlinear analyses. For EEG-based auxiliary depression
diagnosis, linear analysis encompasses time and frequency
domain analyses. Commonly employed time domain features
include the mean, variance, kurtosis, and skewness of the EEG
signal, which vary with the EEG signal’s sliding window and
accurately represent its temporal evolution. Frequency domain
analysis involves characterizing nonstationary EEG signals
based on their frequency components and calculating essential
properties at each frequency. Nonlinear approaches capture the
chaotic behavior and abrupt changes in EEG signals resulting
from brain-based physiological phenomena [154]. In EEG-
based auxiliary depression diagnosis research, notable nonlin-
ear features encompass correlation dimension [155], the Lya-
punov exponent [156]—-[158], entropy [159]-[161], Higuchi’s
fractal dimension, relative wavelet energy, and detrended
fluctuation analysis, among others. Each nonlinear indicator
reflects distinct aspects of EEG, uncovering information that
other methods might overlook.

Different methods have been explored for the purpose of
feature selection and dimensionality reduction for an applica-
tion of EEG based diagnosis for depression. Among them, the
most popular are Principal Component Analysis [147], [148],
[160], Genetic Algorithm [162], [163], and t-test [164].

3) Prediction: The prediction of depression using tradi-
tional machine learning methods often involves extracting
diverse features from EEG and combining them with classifiers
such as SVM [33], [85], [146], [165], LR [144], [160], [166],
and linear discriminant analysis (LDA) [148]. This category of
methodologies provides a dependable theoretical structure for
accurately forecasting depression. Importantly, they provide
a high level of interpretability when analyzing the expected
outcomes.

Deep models employed in EEG-based depression predic-
tion studies are classified into three primary categories: (1)
Conventional neural networks, such as Multilayer Perceptrons
and Probabilistic Neural Networks [164], rely on manually
designed features as input. (2) End-to-end architectures, such
as CNNs [22], [39], [151], [167], LSTMs [153], and trans-
formers [120], [168], can automatically extract features from
EEG data. (3) Architectures like CNNs or GCNs extract
critical spatio-temporal features from high-level data repre-
sentations [150], [152], [169]-[171]. These representations
include feature matrices, functional connectivity networks, or
2D images, which are transformed based on various feature
extraction techniques.

B. ECG

HRV refers to the physiological variation in the inter-
val between consecutive heartbeats [172]. Traditionally, HRV
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analysis is performed on ECG signals and has been established
as a helpful tool for depression prediction [173]. Studies show
that individuals with psychiatric disorders, such as depression,
exhibit reduced HRYV, indicative of reduced parasympathetic
control and increased sympathetic activity [174]. Recent re-
search on HRV-based depression prediction identifies two
primary strategies: traditional methods using hand-crafted fea-
tures and end-to-end deep learning methods. (Due to length
constraints, we provide a detailed description of the technique

in the supplementary material.)
TABLE III
EXPERIMENTAL RESULTS BASED ON ELECTROPHYSIOLOGICAL SIGNALS.
WE SUMMARIZE REPRESENTATIVE MACHINE LEARNING METHODS AND
REPORT THE EVALUATION METRICS: ACCURACY, SENSITIVITY, AND

SPECIFICITY.

Type Paper Dataset Methods Accuracy | Sensitivity | Specificity
Acharya et al. [85] 15D+15C SVM 98.00 97.00 98.85
Mumtaz et al. [165] 34D+30C SVM 98.00 99.90 95.00

Liao et al. [33] 12D+12C SVM 80.00 83.33 8333
Sharma et al. [146] 15D+15C LS-SVM 99.54 98.66 99.38
Bachmnn et al. [166] 13D+13C LR 92.00
Hosseinifard et al. [144] 45D+45C LR 90.00
Cukic et al. [160] 23D+20C LR 97.56
Cai et al. [147] 152D+113C DT 76.40 - -
Mahato et al. [148] 30D+30C LDA 93.33 86.67 88.24
Faust et al. [164] 30D+30C PNN 99.50 - -

EEG Wan et al. [167] 23D+12C | HybridEEGNet 79.08 68.78 84.45

Saeedi et al. [153] 34D+30C | IDCNN-LSTM 99.24 98.52 100.00

Thoduparambil et al. [149] - CNN-LSTM 99.07 99.50 98.60
Acharya et al. [22] 15D+15C CNN 95.96 94.99 96.00
Kang et al. [151] 34D+30C CNN 98.85 98.84 98.66
Sharma et al. [39] 21D+24C DepHNN 99.10
Li et al. [150] 24D+24C ConvNet 85.62 -

Ay et al. [175] 15D+15C CNN-LSTM 99.12 99.11 -
Wang et al. [152] MODMA GCN 92.23 98.32 85.96

Wu et al. [171] MODMA GCN 93.85 - -
Sun et al. [169] MDD GCN 99.29 99.37 99.32

Wu et al. [170] MODMA GCN 99.03 - -
Saeedi et al. [168] 34D+30C Transformer 97.22 99.41 94.87

Tao et al. [120] 28D+37C Transformer 92.80 - -
Byuna et al. [176] 31D+41C SVM 74.40 73.00 75.60

Roh et al. [177] 23D SVM 71.00 - -
BCG Matsui et al. [178] 13D+28C LDA 88.00 85.00 89.00
Sun et al. [179] 44D+47C LR 79.00 80.00 79.00
Kuang et al. [180] 38D+38C Bayesian 86.40 89.50 84.20

Noor et al. [181] 5000D RNN 97.24 - -
zang et al. [182] 37D+37C CNN 93.96 89.43 98.49

Mohanraj et al. [183] 15D+15C DesNN 90.00

! People with depression (D) and healthy controls (C).

C. Performance Comparison

Table III summarizes the experimental results for depression
prediction using electrophysiological signals, including studies
based on EEG and ECG data. The following key observations
can be drawn from the table:

(1) The classification accuracy for depression prediction
using EEG signals ranges from 76.40% to 99.54%, with
sensitivity ranging from 68.78% to 99.99% and specificity
from 83.33% to 100%. These performance variations across
studies may be influenced by factors such as sample size,
feature extraction techniques, and the choice of machine
learning models. For instance, Cai et al. [147] report the
lowest accuracy of 76.40%, which could be attributed to the
larger sample size in their dataset. Larger sample sizes often
introduce greater variability and complexity, posing challenges
for models to achieve high accuracy.

(2) The accuracy of depression prediction using ECG sig-
nals ranges from 71.00% to 97.24%. Noor et al. [181] achieve
the highest accuracy of 97.24% with an RNN-based approach,
demonstrating the effectiveness of recurrent neural networks in
modeling time-series data. Compared to traditional methods,
deep learning exhibits significantly better performance on
ECG data, underscoring its potential for advanced depression
prediction tasks.

(3) Table III presents studies utilizing various methods,
including traditional machine learning techniques (e.g., SVM,
LR, and LDA) and deep learning approaches (e.g., CNN,
GCN, and transformer). Overall, deep learning methods
demonstrate superior performance, particularly with large
datasets. However, some studies, such as those by Wan et
al. [167] (CNN, 79.08%) and Li et al. [150] (ConvNet,
85.62%), exhibit significant performance variability, likely due
to cross-validation not providing the same performance gains
as experiments with large sample sizes. Traditional meth-
ods, often supported by statistical significance analysis, show
greater stability and robustness on smaller datasets. In contrast,
some deep learning studies lack sufficient significance testing,
which reduces the statistical reliability of their findings. Future
research should incorporate significance analysis (e.g., t-tests
or ANOVA) to enhance the robustness and reliability of deep
learning model results.

IV. BRAIN IMAGING

Depression can induce hippocampal atrophy, alter neuro-
transmitters, and provoke chronic inflammation, resulting in
memory impairment, slowed cognition, and fatigue. These
symptoms significantly diminish patients’ energy levels and
motivation, hindering their ability to socialize [184], [185].
These findings provide a pivotal point for depression predic-
tion. Brain imaging involves capturing structural and func-
tional brain data using noninvasive, high-precision instruments
that interact with brain tissue and various energy forms
(e.g., electromagnetic or particle radiation). Brain imaging
techniques include MRI, fNIRS, computed tomography, and
positron emission tomography. These methods offer several
benefits, such as safety, painlessness, and noninvasiveness,
which are crucial for depression analysis. This review primar-
ily focuses on MRI- and fNIRS-based prediction of depression.

A. MRI

MRI is a noninvasive imaging modality that generates de-
tailed, three-dimensional anatomical images depicting changes
in brain tissue volume, structure, and neural activity. Tech-
niques include structural MRI (sMRI) and functional MRI
(fMRI). sMRI provides high-resolution images of the brain’s
anatomy, objectively reflecting structural alterations within the
brain [186]-[188]. fMRI assesses hemodynamic changes in-
duced by neuronal activity, revealing the relationship between
brain activity and cognition. Most depression-related MRI
prediction research employs fMRI, which is primarily catego-
rized into resting state fMRI and task state fMRI. Task state
fMRI is model-driven, necessitating meticulous experimental



design with model quality closely linked to experimental de-
sign. Conversely, resting state fMRI does not involve specific
cognitive tasks, requiring participants to remain calm, relaxed,
and alert [189].

1) Pre-processing: In fMRI-based depression prediction
approaches, input data typically undergo pre-processing, which
commonly involves smoothing and denoising the data using
filter and Gaussian kernel [40], [190]. Additionally, pre-
processing steps often include motion correction, slice-timing
correction, and normalization to account for variations in
scanner acquisition protocols and individual anatomical dif-
ferences. These procedures aim to enhance the quality of the
fMRI data and reduce potential confounding factors before fur-
ther analysis. Moreover, nuisance signal regression techniques
may be applied to remove physiological noise sources, such as
cardiac and respiratory fluctuations, further refining the data
for accurate depression prediction modeling.

2) Feature extraction and selection: In traditional fMRI-
based machine learning methods, nonlinear features such as
functional connectivity, degree centrality, regional homogene-
ity, and amplitude of low-frequency fluctuation are employed
for analysis [191]. Additionally, there are manually extracted
features, such as statistical features and channel correlations,
which can serve as additional inputs to the model for compre-
hensive analysis [23]. Together, these measures offer a com-
prehensive understanding of brain function and connectivity
alterations associated with mental disorders.

Moreover, many researchers opt for the least absolute
shrinkage and selection operator (LASSO) to capture and
optimize critical features. They employ group, sparse group,
and standard LASSO for analysis [192], [193].

3) Prediction: Multivariate pattern analysis [194] is em-
ployed for individual-level prediction of mental disorders. This
method determines whether an unknown sample exhibits spe-
cific diseases by modeling multivariate data of a predetermined
type. Furthermore, other classical classification methods such
as SVM are also widely used for depression prediction [34],
[195]-[198].

Prediction models based on deep learning encompass-
ing CNNs, LSTM, GCNs, transformers and capsule net-
work [199]. These approaches leverage different aspects of
the fMRI data, such as spatial correlations, temporal changes,
functional connectivity patterns, and long-range dependen-
cies, to extract informative features and improve prediction
accuracy. While CNNs and LSTM networks focus on local
spatial correlations and temporal changes [40], [200], respec-
tively, GCNs and Transformers capture functional connectivity
patterns and long-range dependencies [201]-[204]. Capsule
Networks offer a promising alternative to CNNs, demon-
strating superior generalization capabilities in complex image
classification tasks [205].

B. fNIRS

fNIRS utilizes near-infrared light scattering in blood to
measure changes in oxygenated hemoglobin, deoxygenated
hemoglobin, and total hemoglobin during brain activity. Dur-
ing fNIRS data acquisition, a series of motor or cognitive
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tasks are typically administered to elicit brain responses [206],
[207]. These changes reflect neuronal and cognitive brain
function, making fNIRS a valuable tool for depression pre-
diction [208]-[210]. (For detailed method description, refer to
supplementary material due to submission length constraints.)

C. Performance Comparison

TABLE IV
EXPERIMENTAL RESULTS BASED ON BRAIN IMAGING. WE SUMMARIZE
REPRESENTATIVE MACHINE LEARNING METHODS AND REPORT THE
EVALUATION METRICS: ACCURACY, SENSITIVITY, AND SPECIFICITY.

Type Paper Dataset Methods Accuracy | Sensitivity | Specificity
Gu et al. [211] 46D+46C pxg‘rl:t:;?;‘:ib 90.22
Yamashita et al. [193] | 660PD+924C LASSO 66.0 72.00 65.00
Zeng et al. [212] 24D+29C Unsupervised ML 92.50
Lord et al. [198] 21D+22C SVM 99.31
Wei et al. [34] 20D+20C SVM 90.00 - -
Yu et al. [192] 31D+31C SVM 94.68 94.48 94.87
Bhaumik [197] 38D+29C SVM 76.10 81.50 68.90
fMRI | Wang et al. [196] 31D+29C SVM 95.00 96.77 93.10
Yan et al. [195] 43D+56C ?{{:E‘e‘z“fvf?;f;@ﬁl 95.59 97.77 94.68
Mousavian et al. [213] | 38D+241C Cubes-Atlas 93.00 82.00 95.00
Gui et al. [200] 19D+20C DNN 94.68 -
Mousavian et al. [40] 38D+241C CNN 100.00 86.00 0
Zhao et al. [190] 269D+286C f;‘:;;:‘:‘j‘ll‘y":‘gg’fl 70.10 7350 66.50
Functional connectivity
‘Wang et al. [204] 282D+251C network+Graph 63.60 67.30 59.30
neural networks
Jun et al. [203] 29D+44C GCN 74.10 56.60 86.90
Cheng et al. [205] 70D+30C Capsule Network 88.79
Song et al. [87] 108D+30C SVM 86.77
Song et al. [214] 108D+30C SVM 89.71 - -
Zhu et al. [215] 10D+10C One Rule 85.00 90.00 80.00
RS | Zhuetal. [207) 14D+17C Grgg::‘éfo":mg 9260 | 8480 91.70
Ma et al. [206] 36D+48BD LSTM 96.20
Yu et al. [216] 79D+17C Graph neural networks 87.50
Chao et al. [217] 16D+16C C[:::f;‘:en’e‘:\‘&‘f,‘;d 99.94
Wang et al. [23] 79D+17C CNN 90.00

! People with depression (D), psychiatric disorders (PD) Bipolar Disorder (BD) and healthy controls (C).

Table IV presents the performance of brain imaging depres-
sion prediction approaches. By analyzing these approaches on
identical datasets, we derive three key observations:

(1) The general linear model is the primary analysis method
for fMRI images. Its superior feature extraction capabilities
have outperformed traditional linear feature extraction meth-
ods in fNIRS.

(2) When analyzing fMRI, CNN-based models demonstrate
a stronger capacity to identify depression characteristics than
functional connectivity network models. Deep learning meth-
ods have uncovered spatial and temporal relationships between
two voxels in stationary state networks. CNNs are recognized
as the most effective method for extracting spatial features.

(3) The need for more training samples poses a significant
challenge when applying deep learning methods to medi-
cal image analysis. Although generative adversarial network
(GAN)-based models have not yielded optimal results, this
framework is promising for broad applicability and has sub-
stantial potential for neuroimaging biomarker identification.

V. AUDIOVISUAL DATA

Recently, researchers have increasingly explored the use
of behavioral signals for depression prediction. They analyze
abnormal expressive behaviors associated with depression,
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such as sluggish facial expressions, frequent avoidance of eye
contact, speaking in short, flat-toned sentences, and exhibiting
a disheveled posture. Depression prediction based on behav-
ioral signals typically involves video (facial expression and
gait) and audio (speech).

A. Facial expression

The face can discern a person’s personality and mood.
Some studies have identified differences in appearance and
temperament between patients with depression and healthy
individuals. Zhu et al.’s [218] research team from the Institute
of Psychology of the Chinese Academy of Sciences analyzed
100 individuals with mental illnesses. They observed that
these patients appeared sad, often frowning while reading
aloud, with drooping mouth corners and tears in their eyes.
Thus, comparing and analyzing facial expression data from de-
pressed and healthy individuals can predict depression [219]-
[224].

1) Pre-processing: The original facial video data typically
contains a lot of redundant information, requiring manual pro-
cessing to extract facial videos or images containing rich in-
formation. Subsequently, the data are annotated and subjected
to face detection to determine the position of landmarks [225].

2) Feature extraction and selection: Depression prediction
based on facial expression relies heavily on feature extraction,
with researchers exploring various techniques to derive dis-
criminative features. Key methods include the Motion History
Histogram [226], Active Appearance Model (AAM) [225],
[227], [228], local binary patterns (LBP) [229], and its
variants  [88], [230], [231]. The AAM captures dynamic
facial expression features by combining shape and texture
information, while LBP simplifies texture description without
manual annotation, making it widely used in facial-based
depression prediction. Improvements on LBP include the use
of Local Gabor Binary Pattern for texture analysis [88] and
the incorporation of curvelet transform [232] for extracting
curvature information. Additionally, methods like space-time
interest points, pyramid histogram of oriented gradients [233],
perception-driven distance and area features [234] have been
explored for facial feature extraction.

With the maturity of facial recognition technology, some
open-source tools have been developed, such as Open-
face [235], Opensmile [236] and Facet [237], etc. These
tools can extract various features such as facial action units,
landmarks and eye gaze, providing many conveniences for
analyzing faces.

Common feature selection methods for depression predic-
tion based on facial analysis include principal component
analysis [238], gaussian mixture model, and t-test [225].
Principal component analysis reduces the dimensionality of
the feature space by linear transformation, retaining the most
important feature information. Gaussian mixture model models
the probability distribution of each feature to identify the
most discriminative features. Meanwhile, t-test calculates the
differences in features between different groups to select
significant features for depression prediction.

3) Prediction: The most commonly used machine learning
methods for depression prediction are SVM and its regression
counterpart, SVR. Additionally, other regression techniques
such as LR have also shown promising results.

In the realm of depression prediction based on facial
expressions, deep learning techniques, including CNN and
RNN, have become prominent. CNNs excel in spatial feature
extraction [90], effectively capturing facial features and their
relationships with depression levels [71], [239]. To overcome
challenges posed by unsuitable poses, memory attention mech-
anisms are integrated to emphasize informative frames [240].
Further, temporal information combined with spatial infor-
mation can reveal facial behavioral dynamics, such as slow
head movements and eye contact avoidance in depressed
individuals [241], [242]. Moreover, researchers have integrated
dynamic historical histograms and two-channel/two-stream
models [242], [243] with CNNs to capture spatiotemporal
information [244].

However, solely relying on spatial and temporal information
may hinder spatiotemporal relationship modeling, prompt-
ing the exploration of spatiotemporal correlations using 3D-
CNNs [24], [245]. In addition, RNNs introduce a temporal
dimension, enabling the modeling of time-varying attributes in
facial video data [238]. Moreover, deep belief network [246]
is a generative model that utilizes multiple layers of feature-
detecting neurons. Different deep belief network models can
combine 2D appearance features and 3D dynamic features of
facial images [231]. Hybrid CNN-RNN models have shown
promise in capturing both spatial and temporal features simul-
taneously, thus enhancing model performance in depression
prediction tasks [247].

4) Performance Comparison: The performance of facial
expression-based depression prediction methods is outlined in
Table V. Comparing the performance of various approaches
on identical datasets yields three primary observations:

(1) The performance of traditional machine learning meth-
ods is closely linked to manual feature extraction. As in
facial expression recognition, local features such as the eyes
and mouth in videos are crucial for video-based depression
prediction. Combining these features with global features leads
to improved results. Based on this, the work of Kaya et
al. [248] achieved the best MAE (7.86) in the AVEC2013.

(2) In deep learning for depression prediction, CNNs are
widely favored for their excellent spatial feature extraction.
To address temporal variations in facial videos, researchers
integrate RNNs or 3D convolutional kernels for capturing
time-domain information, with 3D-CNN architectures showing
enhanced performance. For example, the Melo et al. used the
3D-CNN method to achieve the best MAE of 5.96 and 5.82
in the AVEC2013 and 2014 datasets [243], [245].

(3) Deep learning methods outperform traditional machine
learning techniques because they automatically learn high-
level semantic features beneficial for depression prediction.
3D-CNN-based architectures better capture spatiotemporal fa-
cial information associated with depressive behavior in videos,
enhancing model performance [245].



TABLE V
EXPERIMENTAL RESULTS BASED ON FACIAL EXPRESSION. WE
SUMMARIZE REPRESENTATIVE MACHINE LEARNING METHODS AND
REPORT THE EVALUATION METRICS: F1-SCORE, RMSE, AND MAE.

Paper Dataset Methods F1-Score | RMSE | MAE
Valstar et al. [35] AVEC2013 SVR - 13.61 | 10.88
Valstar et al. [88] AVEC2014 SVR - 10.86 8.86
Alghowinem et al. [225] 30D+30C SVM 71.20(Acc) -
Alghowinem et al. [227] | 30D+30C SVM 75.00(Acc) -
Kaya et al. [248] AVEC2013 re}g-rI:sljor - 9.72 7.86
Jan et al. [229] AVEC2014 LR - 10.50 | 8.44
Wen et al. [249] AVEC2013 SVR - 1027 | 822
Ringeval et al. [25], [89] | DAIC-WOZ RF 58.30 6.97 6.12
Yu et al. [242] AVEC2013 CNN - 9.82 7.58
Yu et al. [242] AVEC2014 CNN - 9.55 7.47
Ringeval et al. [90] E-DAIC CNN - 8.01
Melo et al. [24] AVEC2013 CNN - 8.26 6.40
Melo et al. [24] AVEC2014 CNN - 8.31 6.59
Ray et al. [250] E-DAIC LSTM - 8.95
Melo et al. [239] AVEC2013 CNN - 8.25 6.30
Melo et al. [239] AVEC2014 CNN - 8.23 6.15
Zhou et al. [240] AVEC2014 CNN - 8.43 6.37
Melo et al. [245] AVEC2013 3D-CNN - 7.90 5.98
Melo et al. [245] AVEC2014 3D-CNN - 7.61 5.82
Zhou et al. [71] AVEC2013 CNN - 8.28 6.20
Zhou et al. [71] AVEC2014 CNN - 8.39 6.21
Melo et al. [243] AVEC2013 3D-CNN - 797 5.96
Melo et al. [243] AVEC2014 3D-CNN - 7.94 6.20
Wang et al. [251] DAIC-WOZ LSTM 78.30 -
Jazaery et al. [238] AVEC2013 Convollzli\Itinr-lal 3D - 9.28 7.37
Jazaery et al. [238] AVEC2014 RN.N- - 9.20 722
Convolutional 3D
Flores et al. [247] DAIC-WOZ CNN+LSTM 81.00 -

! People with depression (D) and healthy controls (C).
2 Accuracy (Acc).

B. Speech

Clinical observations indicate that healthy and depressed
individuals exhibit distinct speaking patterns on the pho-
netic scale. Depressed individuals typically speak more
smoothly and monotonously, while healthy individuals speak
more rhythmically, with fewer pauses and high-pitched re-
sponse [224], [252]-[254]. Traditional speech-based depres-
sion analysis rely on these differences to design discriminative
features. However, with the rapid advancement of deep learn-
ing techniques, speech-based depression prediction has shifted
from hand-crafted acoustic features to deep learning-based
frameworks [45], [255]-[258], addressing both depression
classification and depression level regression. (Due to length
constraints, we provide a detailed description of the technique
in the supplementary material.)

C. Gait

Human gait is a daily movement that occurs in parallel with
the development of higher brain structures and functions [259].
As a result, human gait reflects the integrity of the higher brain
systems [260], rendering it a useful indicator of mental status.
In addition, motion analysis of gait characteristics is conducted
to evaluate depression patients [261]-[266]. Michalak [267]
and Lemake et al. [268] observed reduced walking velocity,
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arm swing, vertical body movement, increased body sway, and
more slumped posture in patients.

Compared to traditional biometrics utilized for detecting
mental illness, gait is remotely observable, more difficult to
imitate, and requires less cooperation from the subject [269],
which makes it a promising source for depression prediction.
The Kinect system [270], equipped with depth and infrared
sensors, captures skeletal and RGB images during walking
and is the primary acquisition device for gait-based depres-
sion prediction research. There are two basic approaches in
related work: traditional machine learning and deep learning,
which focus on the regression of scale scores and depression
classification tasks. This section primarily presents research
on the classification task, as the number of regression tasks is
limited.

This study is based on two gait representations: skeleton
and silhouette. The skeletal representation is derived from
the 3D coordinate data of critical joints in the human body’s
structural model and characterizes human body behavior [271].
This representation is stable, less affected by the observational
perspective, and accurately depicts variations in human ac-
tion [272]. The silhouette representation is obtained by back-
ground subtraction followed by binarization. The gait energy
image [273], produced by averaging the binary silhouette of
the human body, is a popular silhouette feature due to its
simple processing and strong anti-noise properties [274]. (Due
to length constraints, we provide a detailed description of the
technique in the supplementary material.)

VI. TEXT

Social networks offer a more convenient and accessible
platform for people to communicate and express their emo-
tions. Thus, researchers are analyzing data from social net-
work users [46]. These studies demonstrated that individuals
with depression exhibit distinct linguistic attributes and social
behaviors when compared to nondepressed individuals [275]—
[277]. Specifically, depressed individuals tend to use first-
person pronouns, past tense verbs, and derogatory adjectives
more frequently [278], [279]. Therefore, the analysis of social
network data using computer technology provides a novel
means to detect depression among users [280]—[283].

Social media is an excellent source of depression prediction
using text. However, the data collection and annotation process
differs from the other modalities. First, social media data is
typically collected using large-scale crawlers and automated
systems that extract information from multiple platforms. This
contrasts with other data collection forms, where typically, a
small number of users are recruited, and the data is collected
interactively. Second, social media data exhibits diverse forms
of language expression. Compared to other modalities, user-
generated content on social media often tends to be more
informal and unstructured and incorporates various modes of
expression, including text, images, links, and emoticons. This
diversity presents challenges in data annotation and analysis,
as it requires considering the relationships and meanings
across multiple modes of expression. Third, social media
data is often noisy and contains much irrelevant information.
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For example, individuals may post multiple photos or status
updates, but this does not always translate into actual mental
health issues. Domain experts may use various strategies to
cleanse and select relevant data. In conclusion, there are sig-
nificant differences in data collection and annotation processes
between social media data and other modalities involving do-
main experts. Understanding and addressing these differences
are key to conducting effective analysis and prediction using
social media data.

Text-based depression analysis uses data from social me-
dia and online platforms, such as Twitter [36], [284], Red-
dit [277], [285], Weibo [284], [286], essays [279] and text
messages [287]-[289]. However, privacy and ethical issues
must be addressed, particularly with sensitive data like text
messages, which is why most studies focus on public social
platforms.

A. Pre-processing

The preprocessing methods for social text-based depression
prediction tasks include steps such as removing interventions
by virtual agents and non-verbal communication cues (tran-
scribed text showing participant sighing or taking a deep
breath and Emoji) [283], [290], tokenizing transcriptions into
semantic units [283], normalizing features [287], [291], and
segmenting words [292]. Among them, data cleaning and nor-
malization techniques involve removing irrelevant information,
such as non-English tweets, punctuation, and URL, etc. [291],
[293].

B. Feature extraction and selection

Common methods for text feature extraction in social media
include N-grams [294]-[296], emotion analysis [290], [297]-
[299], bag of words [278], etc. By combining these character-
istics, researchers can effectively analyze depressed users in
social networks.

Additionally, the Linguistic Inquiry and Word Count tools
are usually employed to extract features from social me-
dia [300]. These tools analyze the usage of different cat-
egories of words in texts to identify potential indicators
of depression. Researchers often combine them with other
features for analysis, such as effective features, mood tags,
topics [276], personality traits [301] and N-grams [277].
Similarly, Empath [302] is a text analytics tool that utilizes
a deep learning-based topic model to uncover topics in large-
scale text data and comprehend the interrelationships between
them. It is applicable for a multitude of tasks, including topic
classification and sentiment analysis [287].

Moreover, researchers utilize statistical analysis methods for
extracting features from text data to investigate depression.
For instance, statistical measures like mean, variance, momen-
tum, and entropy are applied to behavioral attributes such as
social participation, emotion, linguistic style, and mention of
antidepressants in social media posts [280]. Similarly, statis-
tical features extracted from Instagram photos, including the
number of comments and likes, presence of faces, and average
hue, saturation, and value at the pixel level, are analyzed to
understand depression-related patterns [303].

The feature selection methods often involve techniques such
as Lasso [276] and principal component analysis [280]. These
methods are mainly employed alongside supervised learning
classifiers, such as SVM with radial-basis function kernels,
and are evaluated using cross-validation techniques to ensure
robustness and generalizability of the predictive models.

C. Prediction

Beyond traditional classifiers such as SVM and LR, topic
modeling analyzes depression in social networks by predicting
the topic distribution of documents. This method treats each
document as a mixture of hidden topics, represented by
the probability distribution of relevant terms. Latent dirichlet
allocation [304] is a popular topic modeling method that
provides a probability distribution of topics for each docu-
ment, facilitating topic clustering or text classification [36],
[305]. Many other methods have also achieved good results
in depression prediction based on social networks, such as
dictionary learning [286] and incremental classification [285],
which provide more possibilities for depression analysis.

Deep learning methods, including DNNs, CNNs, RNNs, and
transformer networks, have emerged as popular approaches for
depression prediction using social text data. These methods
leverage the inherent capacity of deep learning models to
automatically extract and learn features from text data, fa-
cilitating the development of predictive models. Specifically,
DNNs are employed for classification tasks, with adaptations
such as momentum learning and cross-domain transformation
to enhance model performance and adaptability across differ-
ent data domains [284], [306]. CNNs are utilized for their
ability to capture complex spatial features from text [27],
[77], [92], while RNNs, especially LSTM and bidirectional
LSTM models [292], [293], excel in processing sequential
data, enabling the capture of long-term dependencies in
text sequences. Transformer networks, with their attention
mechanisms [283], offer enhanced model interpretability and
performance improvements in depression prediction tasks by
extracting hierarchical representations from text data.

D. Performance Comparison

Table VI illustrates the performance of text-based methods
for depression prediction. By analyzing the results of various
approaches on identical datasets, the following three observa-
tions are obtained:

(1) On the CLPsych 2015 dataset, compared with various
traditional methods, the deep learning method CNN achieved
the best F1-score 86.97 [307].

(2) On the RSDD dataset [92], the CNN model proposed by
Yates et al. [92] uses a convolution layer to process posts to
identify the features existing in the sliding text window. The
CNN model proposed by Rao et al. [27] uses multiple gated
leakage units to help the model capture context information.
The results indicate that the sliding window approach outper-
forms the latter with an F1-score of 65.00, which suggests that
for depression analysis, the essential information contained
in the text is more crucial than the contextual information
contained in the text.



TABLE VI
EXPERIMENTAL RESULTS BASED ON TEXT. WE SUMMARIZE
REPRESENTATIVE MACHINE LEARNING METHODS AND REPORT THE
EVALUATION METRICS: F1-SCORE AND ACCURACY.

Paper Media Dataset Methods F1-Score Accuracy
Schwartz et al. [294] Facebook 28749 Regression model 38.60
Nguyen et al. [276] LiveJournal |38401D+229563C LASSO 100.00
Pedersen et al. [295] Twitter CLPsych 2015 Lexical Decision List |74.20(Precision)

Resnik et al. [305] Twitter CLPsych 2015 La;elrl)(lmc:[rii;:lel Giggg::ziiiﬁy)
Tung et al. [297] Web post 18000 Ev‘ig‘n;e”“v:y" \S:f“’f:;"" 62.40
Islam et al. [300] Facebook 4149D+2996C Decision Tree 73.00
Shen et al. [290] Twitter f?éi;?ﬁiigi Dictionary Learning 85.00
Reece et al. [303] Instagram 71D+495C RF 64.70
Wang et al. [298] Micro-blog 122D+346C Bayes 85.00
Nadeem et al. [278] Twitter CLPsych2015 LR 84.00 82.00
Tlachac et al. [287] Tea’: Lt ﬁ‘;"gﬁ{j LR 80.60 7730
Liu et al. [288] Text message 219 LR 72.00(AUC)
Choudhury et al. [280] Twitter 171D+305C SVM 70.00
Tsugawa et al. [36] Twitter 81D+128C SVM 52.00 69.00
Wolohan et al. [277] Reddit 4947D+7159C SVM 81.80 72.90
Shatte et al. [299] Reddit 365 SVM 67.00 66.00
Peng et al. [286] ‘Weibo 141D+135C SVM 76.00 83.00
Li et al. [291] Twitter 80million SVM 86.98
Burdisso et al. [285] Reddit eRisk2017 fneremental 61.00
classification
Marifielarena et al. [306] Reddit 83D+403C DNN 82.93 94.81
Shen et al. [284] Toitter, | [394D+1394C DNN 79.00
Weibo 580D+580C
Yates et al. [92] Reddit RSDD CNN 65.00
Orabi et al. [307] Twitter CLPsych2015 CNN 86.97 87.96
Orabi et al. [307] Facebook Bell Let’s Talk CNN 82.25 83.12
Rao et al. [27] Reddit RSDD CNN 54.00
Rao et al. [27] Reddit eRisk2017 CNN 60.00
Trotzek et al. [77] Reddit eRisk 2017 CNN+LR 73.00
Sadeque et al. [308] Reddit eRisk2017 SVM+RNN 64.00
Almeida et al. [296] Reddit eRisk 2017 i“sf::c':j?s‘:é li?;::; 53.00
Mallol-Ragolta et al. [283] {:;:Z‘C’f; DAIC-WoZ Transformer 66.00(Recall)
Dinkel et al. [293] {::?cf; palc-woz | Pidirectional gated 84.00 -86.00
Hu et al. [292] Weibo 28455D+28455C Bi-LSTM 94.69 94.87

! People with depression (D) and healthy controls (C).

(3) The hybrid model outperforms the single models. On the
eRisk2017 dataset [93], Trotzek et al. [77] achieved relatively
good results (F1-score 73.00) by combining the CNN and LR
models. Specifically, a CNN using various word embeddings
and a logistic regression model based on user-level linguistic
metadata are combined to improve detection performance.

VII. MIXED DATA

Depression prediction models using single modality data
have made significant progress, but they face certain limita-
tions. For instance, gait abnormalities can result from physio-
logical disorders, obtaining physiological signals is challeng-
ing, and environmental impacts can affect voice and facial
expressions. Therefore, a more robust depression recognition
model can be developed by integrating complementary infor-
mation from diverse modalities that capture distinct aspects of
depression. Most mixed-data ways for analyzing depression
rely on easily collectible data such as audio, video, and
text. Thus, in this section, we focus on discussing depression
prediction methods that utilize these modalities.

A. Mixed audiovisual and text data

1) Fusion methods: Multimodal data analysis involves in-
tegrating different types of data to predict depression, and
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Fig. 4. Different approaches for fusion technique: Early fusion method, Late
fusion method, and Hybrid fusion.

effective fusion of these modalities is a crucial step. Three
fusion methods are commonly employed: early fusion, late
fusion, and hybrid fusion, as shown in Fig 4.

Early fusion, integrates features extracted from each modal-
ity into a single feature vector for prediction. This method
allows for the simultaneous processing of multiple modalities
at the feature level, enabling joint learning and interaction
between different types of data. The drawback of feature
fusion lies in its susceptibility to the curse of dimensional-
ity. Combining more modalities results in higher-dimensional
feature vectors. To address this challenge, Principal component
analysis is often employed to reduce the dimensionality of the
combined features before prediction [309], [310].

In contrast, late fusion involves training separate models
for each modality and combining their predictions at a later
stage, allowing for more independent processing of individual
modalities. Score Fusion and Decision Fusion are two late
fusion methods commonly used in multimodal data analy-
sis. In Score Fusion, scores from different modalities, such
as probability estimates or likelihoods, are combined before
making a classification decision. This method offers flexibility
but may require careful weighting and can be sensitive to
fusion techniques. On the other hand, Decision Fusion in-
volves training multiple classifiers on different feature sets
and aggregating their outputs to make a final decision. While
Decision Fusion benefits from classifier diversity and can
incorporate domain knowledge, it may be more complex and
computationally intensive [309].

Finally, hybrid fusion combines the outputs of early fusion
with the predictions from a single modality, leveraging the
advantages of both approaches. Each fusion method has its
unique strengths and may be suitable for different applications
based on the characteristics of the data and the specific
requirements of the prediction task.

2) Performance Comparison: The performance of multi-
modal depression prediction approaches is summarized in Ta-
ble VII. By comparing the performance of various approaches
on identical datasets, we observe the following three trends:

(1) Generally, incorporating more diverse modalities leads to
improved experimental outcomes. For instance, fusing audio,
video, and text data yields superior results compared to two-
modality or single-modality data. Different modalities increase
feature diversity, enabling more effective feature selection for
depression prediction.

(2) SVR outperforms other traditional machine learning-
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based methods on the AVEC2013/2014 dataset [35], [88],
with the best results of MAE 10.44 and 9.89 [88], [233],
respectively. However, its true improvement in performance
lies in aspects such as feature extraction and label processing.
First, Local Gabor Binary Pattern Three Orthogonal Planes
features have demonstrated better performance than other
descriptors in human behavior analysis. Second, averaging
dimensional affect labels across multiple subjective ratings
helps mitigate subjectivity in affective behavior interpretation
and reduces rater errors caused by cognitive workload effects
such as fatigue.

(3) On the DAIC-WOZ dataset [99], stochastic gradi-
ent descent regression outperforms other traditional machine
learning-based methods with a MAE of 3.96. Gong et al. [311]
proposed a topic modeling-based multimodal feature vector
construction scheme for context-aware analysis and conducted
a grid search on RF regression, stochastic gradient descent
regression, and SVR models. The authors observe that as
feature numbers increase, stochastic gradient descent and SVR
models consistently improve their performance, while the
random forest model plateaus earlier. The results indicate
that the proposed approach significantly outperforms both the
context-unaware method and the challenge baseline across all
metrics , uncovering various temporal features with underlying
relationships. Additionally, the attention-based approach that
combines audio and text modalities achieved the best result,
with a MAE of 2.94 [312]. This improvement can be attributed
to the attention mechanism’s ability to enhance the model’s
understanding of the relationships between different modalities
of data.

VIII. FUTURE DIRECTION

Following a comprehensive review of current approaches for
depression prediction based on different data modalities, this
study presents future research directions from six perspectives:
task, dataset, model, application, inter-modal comparisons, and
ethical issue.

A. Task

To fully and comprehensively investigate depression, several
new character variables must be addressed and resolved.

1) Subtypes of depression: The existing research often
distinguishes between depressed and nondepressed individuals
and predicts depression severity, but it usually overlooks the
distinct subtypes of depression. For instance, bipolar disorder
and major depressive disorder, which is the most common
subtype, differ in their origins and behaviors [332]. Depres-
sion also closely intertwines with other mental illnesses like
Alzheimer’s disease and post-traumatic stress disorder due
to shared emotional and pathological connections, frequently
coexisting with depression [333], [334]. However, each illness
has its own unique causes, pathologies, and diagnostic crite-
ria, despite symptom similarities. In addition, the depression
scale can offer detailed insights through analysis. Each ques-
tion represents a specific symptom, and analyzing individual
responses provides a comprehensive understanding of the
subject’s psychological state [282]. Yet, research comparing
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TABLE VII
EXPERIMENTAL RESULTS BASED ON MIXED DATA. WE SUMMARIZE
REPRESENTATIVE MACHINE LEARNING METHODS AND REPORT THE
EVALUATION METRICS: F1-SCORE, RMSE, AND MAE.

Paper Dataset Methods Data | F1-Score | RMSE MAE
Joshi et al. [309] 30D+30C SVM AV | 91.70(Acc)
Meng et al. [226] AVEC2013 Partial least square AV - 8.72  10.96

Kachele et al. [313] AVEC2013 SVR AV - 897 10.82
Niu et al. [314] AVEC2013 CNN+LSTM AV - 8.16 6.14

Cummins et al. [233] AVEC2013 SVR AV - - 10.44
Pampouchidou et al. [224] AVEC2013 Nearest Neighbor AV 73.00
AVEC2014 [88] AVEC2014 SVR AV - 7.89 9.89
Humberto et al. [315] AVEC2014 Meta-model AV - 6.79 8.31
Jan et al. [244] AVEC2014 DCNN AV - 743 6.14
Yang et al. [316] DAIC-WOZ DCNN+CNN AV - 6.35 5.39
Chao et al. [241] AVEC2014 CNN+LSTM AV - 9.98 791
Niu et al. [314] AVEC2014 CNN+LSTM AV - 7.03 521
AVEC2016/2017 [25], [89] | DAIC-WOZ RF AV - 7.05 5.66
Yang et al. [317] DAIC-WOZ DCNN+DNN AV 60.00 6.34 539
AVEC2019 [90] E-DAIC CNN AV - 6.37
Bilalpur et al. [310] 75D+77C SVM AV | 78.20(Acc)
Alghowinem etal. [318] | . ﬂf\l]‘gg% " SVM AV | 74.60(Acc)
Morales et al. [319] AVEC2014 SVM AT - 9.21 7.56
Fraser et al. [320] 196D+128C SVM AT | 79.90(Acc)

Alhanai et al. [321] DAIC-WOZ LSTM AT 77.00 6.37 5.10
Lau et al. [322] DAIC-WOZ Bi-directional LSTM AT 92.00 3.95 3.00
Lam et al. [323] DAIC-WOZ CNN+Transformer AT 87.00
Niu et al. [312] DAIC-WOZ GAN AT 92.00 380 294
Toto et al. [324] DAIC-WOZ LSTM+Transformer AT 92.00

Flores et al. [325] DAIC-WOZ LSTM+Transformer AT 93.00
Williamson et al. [326] DAIC-WOZ Gaussian Staircase AVT 81.00 5.31 4.18
Gong et al. [311] DAIZ-WOZ Stochastic gradient descent | AVT 60.00 4.99 3.96
Yang et al. [84] DAIC-WOZ DCNN+DNN AVT - 5.40 4.36
Yang et al. [327] DAIC-WOZ DCNN+DNN AVT - 597 5.16
Yin et al. [328] E-DAIC LSTM AVT - 5.50
Rodrigues et al. [257] E-DAIC &SCLKI/EI:E:::?%E: AVT - 6.11
AT 49.00
Morales et al. [329] DAIC-WOZ SVM AV 49.00
ATV 49.00
Rohanian et al. [330] DAIC-WOZ LSTM AT | 80.00- S 366
AVT 81.00 499 3.6l
AV - 525 3.89
Qureshi et.al. [331] DAIC-WOZ LSTM vr ) S 365
AT - 4.64 3.65
AVT - 4.14 3.07
VT - 4.64
Ray et al. [250] DIZI[::"?\IMCSZ LSTM AT N 437
AVT - 4.28

! People with depression (D) and healthy controls (C).
2 Accuracy (Acc).

these subtypes remains scarce. Developing tailored models
for different depression subtypes could improve depression
prediction and provide more accurate clinical diagnosis and
treatment guidance.

2) Longitudinal study: Current research on depression pre-
dominantly relies on cross-sectional studies [335], [336], with
limited longitudinal research that follows patients from the
onset to remission of the illness. Moreover, most existing lon-
gitudinal studies primarily use basic statistical analyses [337]-
[340], overlooking the potential of machine learning tech-
niques. These methods offer significant advantages: first, they
can automatically identify critical features, including temporal
dynamics, shedding light on the development and influencing
factors of depression. Second, machine learning methods can
tailor analyses to individual longitudinal data, highlighting dif-
ferences among subgroups. Integrating machine learning into



longitudinal studies could lead to more precise and effective
predictions for depression. Understanding the entire course of
the illness is essential to uncover the neuropathological mecha-
nisms of depression. Future research should therefore prioritize
longitudinal studies using machine learning methods to deepen
our understanding of the pathology behind depression’s onset
and progression.

3) Treatment: In addition to specialized medications and
psychotherapy for depression, numerous other approaches
exist, including physical interventions (transcranial magnetic
stimulation and electroconvulsive shock), exercise and music
therapy. These modalities are designed to promote relaxation
and mood regulation in patients, with the ultimate goal of
ameliorating depressive symptoms. Future research could eval-
uate the efficacy of various treatment modalities in facilitating
recovery from depression, with the aim of identifying the most
effective treatment options.

B. Datasets

Although depression prediction has progressed with existing
datasets, there is still space for advancement in terms of
diversity, clinicality, and publicity.

1) Diversity: Past depression prediction studies often used
small sample sizes, limiting the accuracy and generalizability
of their models. To build a larger and more comprehen-
sive depression database, multiple factors must be consid-
ered [341]: (1) Background information of the subjects.
Depression’s manifestation varies with age, gender, cultural
background, family dynamics, and disease state [45], [342]-
[344]. Investigating extensive datasets encompassing diverse
patient demographics can enhance classification performance
and provide a thorough analysis of how these factors influence
depression. (2) Collection scene. It is important to establish an
environment of trust and safety with patients when collecting
data. In future studies, patients can be helped to feel more
comfortable and relaxed by constructing comfortable data
collection scenarios and incorporating human interactions,
in order to allow them to show their depressive symptoms
more naturally. (3) Data for more modalities. Depression’s
complexity necessitates the collection and analysis of various
psychological and physiological indicators for an objective
assessment. Future research should aim to gather multimodal
data, including brain imaging, EEG, and audio/video record-
ings, for joint analysis. (4) Quality of data. The collection
and integration of multimodal data is a complex process that
requires facing various technical and methodological chal-
lenges. Future research must address issues like missing data,
noise, and inconsistencies to improve data quality and model
credibility.

2) Clinicality: To conduct machine learning-based depres-
sion prediction research, a comprehensive understanding of the
medical mechanism of depression is essential. (1) Clinical
information. Clinical information about the patient can be
collected, such as medical history, symptoms, physiologic
indicators, medications, and psychological assessments. These
information can be used to construct analytic models that
help predict depression. (2) Involvement of professionals.
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Depression is a complex disorder that requires the com-
bined efforts of physicians, psychologists, nurses and other
healthcare professionals for comprehensive treatment. Through
enhanced multidisciplinary cooperation and coordination, the
expertise and experience of each field can be better utilized
to provide more comprehensive and effective support for the
prediction and treatment of depression.

3) Publicity: Due to the sensitivity of depression data and
ethical issues, most institutions cannot access adequate sam-
ples. There are few publicly available databases on depression,
which leaves a large gap in scientific research. Establishing an
open-access depression database with international contribu-
tors could potentially increase sample sizes for future studies.
Collaborative efforts from medical experts and researchers
worldwide could generate much larger datasets, ultimately
improving the reliability of models for clinical trial use.

C. Model

Several factors impact model performance, including un-
balanced samples, model interpretability, applicability, and
multimodal fusion. In this study, we provide insights into
potential solutions for these issues.

1) Unbalanced samples: Addressing sample imbalance, a
prevalent issue in depression prediction studies, especially
in data-driven deep learning. To address this challenge, re-
searchers can consider multiple strategies: (1) Data aug-
mentation. Generative models [190], particularly effective in
balancing training data, create new samples by interpolating
within semantic or feature spaces. In semantic space, inter-
polation occurs through higher-level dimensions like emo-
tions or intentions, ensuring synthetic samples retain semantic
consistency with real data. In feature space, interpolations
focus on aspects such as pixel values or frequency distri-
butions, ensuring generated samples are perceptually akin to
the original in visual or auditory attributes. This approach
yields high-quality synthetic data that maintains the original
semantics and features, offering a robust solution to data
imbalance. (2) Knowledge migration. Knowledge migration
shows its potential when dealing with unbalanced data. When
faced with data scarcity, researchers may consider introducing
pre-trained models that are relevant to the target task. For
instance, in depression prediction, weights and features from
abundant emotion analysis data and models can be transferred,
balancing the dataset with knowledge from another domain
and enhancing model accuracy and robustness. (3) Sample
re-weighting. Assigning greater weights to a small number
of categories can reinforce the model’s learning of these
key samples, thereby improving the accuracy of depression
prediction.

2) Interpretability: Deep learning-based approaches for de-
pression prediction typically outperform traditional machine
learning methods, but may lack interpretability. To enhance
the interpretability of the model, researchers can adopt the
following strategy: (1) Interpretable Models. First, fusing
artificial feature extraction with neural networks. This involves
merging artificial feature extraction from traditional machine
learning with deep learning models, which not only lever-
ages the deep learning models’ capability to extract intricate
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features from data but also assimilates human expert domain
knowledge. This dual approach enhances both the performance
and interpretability of the model. Second, implementing at-
tention mechanisms. Attention mechanisms allow the model
to concentrate on essential parts of the input data, aiding
in pinpointing the model’s focus areas during predictions,
such as paying more attention to text or features associated
with mood during depression prediction. (2) Model Agnostic
Methods. Model agnostic methods do not take into account the
structure of the model. They obtain explanations by perturbing
and mutating the input data and obtaining sensitivity of the
performance of these mutations with respect to the original
data performance. They help reveal the model’s prediction
logic based on different features and variations, which is
crucial for diagnosing complex disorders like depression. (3)
Example-based Explanations. Example-based explanation
methods select particular instances of the dataset to explain
the behaviour of machine learning models or the underlying
data distribution. In depression prediction, feature visualization
offers a graphical analysis of individual sample characteristics,
elucidating the model’s decision-making rationale. Through
visualization, medical professionals and patients are more
inclined to accept the predictive outcomes, bolstering the
model’s transparency and trustworthiness.

3) Multimodal fusion: Data from a single modality may
not offer a comprehensive insight into the features of depres-
sion. Conversely, multimodal data can enhance the scope of
input data by leveraging complementary information, thereby
bolstering the performance of depression prediction. Future
research can focus on the following aspects: (1) Exploring
Multimodal Data Interrelationships. Investigating the in-
terrelationships between multimodal data is a central chal-
lenge in current and future research domains. Notably, it
is pivotal in revealing the underlying connections between
different data modalities and enhancing our recognition and
understanding of mental illnesses such as depression. For
instance, by synthesizing data from various modalities, such
as physiological signals, facial expressions, textual descrip-
tions, and vocal characteristics of individuals with depression,
researchers can delve into their interrelations and potential
correlations. (2) Developing Multimodal Fusion Techniques.
Depression prediction is a complex task that requires inte-
grating data from various modalities. Therefore, it is crucial
to develop advanced multimodal fusion strategies. For exam-
ple, early fusion integrates different modalities at the initial
stage, allowing information to be synthesized more directly.
Conversely, late fusion synthesizes insights by combining
the results of each modality’s independent analyses during
the final stages. Additionally, model-based fusion offers an
impressive way to utilize specialized models to identify and
assimilate interactions between data sources. These techniques
do more than overlay different data modalities. They aim to
incorporate a coherent whole capable of depicting depression
in all dimensions.

4) Algorithm Scalability: To enhance the relevance of our
survey to real-world applications in depression prediction, it is
essential to consider the scalability and adaptability of machine

learning and deep learning algorithms in practical settings.
Evaluating these methods based on computational complexity,
resource requirements, and their potential for distributed im-
plementation can provide a clearer understanding of how these
models perform in applied environments. In the following,
we discuss three key aspects: (1) Complexity and Resource
Demand of Machine Learning. The complexity and resource
requirements of machine learning algorithms are critical for
their feasibility in real-world applications like depression
prediction. Simpler models require minimal processing power
and memory, making them suitable for resource-constrained
environments. However, as models grow more complex to
handle diverse and larger datasets, their computational de-
mands increase, which can pose challenges during develop-
ment and deployment. Furthermore, when machine learning
algorithms are applied to multimodal data or used in dynamic
and interactive applications, resource requirements tend to
increase due to the need for complex data preprocessing and
integration. Efficient model design and optimization are key
to keeping these algorithms practical for real-world use. (2)
Potential for Distributed and Scalable Implementation. In
real-world applications, distributed computing frameworks and
cloud-based solutions offer promising ways to enhance the
scalability of deep learning approaches. Leveraging distributed
training can accelerate the model development process and
make it feasible to handle large datasets. Similarly, cloud
computing platforms allow for on-demand scaling of computa-
tional resources, enabling deep learning models to be deployed
effectively even in resource-intensive tasks. This approach is
increasingly seen in healthcare settings, where real-time and
large-scale applications like depression predicting benefit from
such scalable infrastructure. (3) Optimizing Computational
Efficiency for Practical Deployment. Improving model ef-
ficiency is key to enabling deep learning algorithms to meet
real-world requirements. By exploring strategies like model
pruning, quantization, or designing lightweight architectures,
resource consumption can be significantly reduced. These
optimization techniques can enhance the applicability of deep
learning models in settings with limited resources, expanding
the reach of tasks such as depression prediction to broader
healthcare contexts and diverse operational environments.

D. Application

We propose several future research directions for the inno-
vative application of depression prediction methods:

1) Clinical application: Depression often goes unrecog-
nized in clinical diagnosis, with many mistakenly believing
that patients are free of disease, leading to delayed diagnosis
and treatment. To address it, data-driven behavioral depres-
sion prediction methods can be employed to aid in patient
diagnosis. Furthermore, depression prediction methods can
be utilized to assess changes in patients’ physical condition
over time and to evaluate the effectiveness of treatments
and other factors in promoting recovery. Such methods can
provide valuable support in identifying effective treatments
and ensuring that patients receive appropriate care.

Existing studies analyzing depression based on data from
various modalities have achieved good results, but they are



rarely applied to clinical analysis, mainly due to the following
reasons: (1) Limited data on clinically depressed patients.
Currently, there are relatively few data on clinically depressed
patients, which makes it difficult to get enough clinical data to
support the study of analyzing depression based on different
modality data. (2) Data heterogeneity. Data from different
sources may display inconsistencies. It poses challenges to the
training and generalization of machine learning models. Par-
ticularly in clinical settings, this inconsistency may be further
amplified due to individual differences in patients, increasing
the risk of misdiagnosis. (3) Reproducibility and reliability.
Notably, some studies use private data, limiting comparisons
with other research. Additionally, a lack of transparency
in data processing, feature selection, and model parameters
casts doubts on their reproducibility and reliability. Research
on depression analysis based on different modalities is not
yet mature and and lacks a unified framework. While deep
learning methods have shown promising results, their clinical
applicability is limited due to their ’black box’ nature and
lack of interpretability. These results can also be influenced
by factors like data bias and model complexity, necessitating
further refinement for clinical use.

2) Daily self-assessment: Depression is a prevalent men-
tal illness often characterized by abnormal emotions. It has
caused a significant increase in depression across all age
groups. Daily assessment using easily collected behavioral
data provides real-time insight into one’s condition and allows
prompt medical attention when abnormalities are detected.
Additionally, complementary depression prediction methods
can be utilized for mass screening in colleges, communities,
and other crowded areas, enabling the early diagnosis of
individuals who may be suffering from depression.

E. Ethical issue

In the field of depression prediction, ethical issues are
of paramount importance. When conducting research, it is
imperative to uphold ethical principles and ensure the privacy
and rights of subjects are fully respected. Further, ethical con-
siderations vary when dealing with different data modalities.

1) Biological signal data: When processing biological
signal data, such as electrophysiological signals and brain
imaging, it is necessary to strictly adhere to medical ethics
and privacy regulations to ensure the secure storage and use
of data. Firstly, it is crucial to ensure that participants are fully
informed about the purpose, use, and potential risks associated
with providing biometric signal data. Secondly, for sensitive
data that may reveal personal health information, higher stan-
dards of privacy protection measures should be employed,
such as enhanced data anonymization and secure encryption
technologies. Finally, considering the complex medical ethical
issues associated with biometric signal data, such as predic-
tions about future health states, close collaboration with an
ethics committee should be established from the design phase
of the research to ensure that all procedures comply with
ethical norms.

2) Behavioral data: For behavioral data, particularly those
containing potential personal identifiers such as facial images
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and voice recordings, stringent privacy protection measures
must be implemented. All collected data undergo a process of
de-identification before use, ensuring that individual identities
cannot be directly or indirectly discerned.

3) Text: When utilizing publicly available textual data from
sources such as social media, it is imperative to consider
individual privacy rights. Firstly, it is crucial to pay attention
to potentially sensitive information in the text, such as details
of personal identity and health status, to ensure that such
information is not disclosed during the analysis and reporting
process. Secondly, a clear distinction must be made between
data that is publicly accessible and data that requires special
authorization for use, while respecting the copyright and usage
regulations of the original data sources.

In summary, when studying depression prediction, it is
necessary to strictly adhere to ethical principles and take
appropriate protective measures for different types of data to
ensure the fairness and validity of research.

IX. CONCLUSION

In a study commissioned by the World Health Organization,
it was determined that the prevalence of depression and
anxiety escalated by more than 25% during the pandemic. This
finding underscores the necessity for scholarly investigation
and clinical attention to devise an automated and objective
assessment system. This paper offers a comprehensive and
thorough examination of the literature with a focus on machine
learning applications in various data modalities. The paper
encapsulates the general research process and typical method-
ologies employed in machine learning for the prediction of
depression. Upon a meticulous evaluation of extant works, we
propose a range of future research avenues. This contribution
is aimed at assisting psychiatric researchers in developing
more dependable and sophisticated systems.
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