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A B S T R A C T

Coastal dikes are vital flood defence structures protecting nearshore from tsunamis, storm surges and extreme 
waves. However, the physical presence of a coastal structure can impact the hydro-sedimentary dynamics of the 
nearshore environment. Post-tsunami field surveys of the 2011 Tohoku tsunami indicated that the scour was the 
most dominant failure mode. When the overtopping plunging jet creates a scour hole in the leeward side of the 
structure, it causes structural failure in conjunction with other forces acting on the structure. This novel study 
focuses on 2D numerical model with RANS modelling approach of tsunami-like wave propagation and its 
associated scour process at the leeward of a coastal dike, obtained from turbulence-averaged Eulerian two-phase 
flow equations with the kinetic theory of granular flows for inter-granular stress models and a k-ε turbulence 
model. The numerical model results were validated using tsunami-induced scour laboratory data of 1:50 scale 
dike models. The results indicated good agreement with the predicted scour depths which were associated with 
the hydraulic conditions, sediment characteristics, and structure geometry. The current study will be beneficial 
in determining the compliance of predictive models with the experimental data and numerical analysis, which in 
turn can be used for validation of other models.

1. Introduction

Coastal areas are vital regions for human recreational activities, 
tourism, habitat development and economy. These areas get damaged 
during natural hazards like storm surges or an event of a tsunami. Storm 
surges are usually caused by hurricanes or storms resulting in sea level 
rise and consequently flooding coastal regions, damaging infrastructure 
as well as causing loss of lives. Tsunamis are extremely large waves 
which are generally generated by subsea phenomena like earthquakes, 
landslides, volcanic eruptions or even by manmade explosions [1,2]. 
The Indian Ocean tsunami in 2004, generated by an earthquake resulted 
in >228,898 casualties, damaging 153,704 houses while the 2011 
Tohoku tsunami, which was also generated due to an earthquake, 
resulted in >15,899 casualties [3,4].

Coastal dikes are mostly common coastal defence structures that can 
be found in many tsunami-prone areas. They have been successful in 
protecting the coastal communities and valuable coastal assets in events 
like storm surges, high tides and tsunamis [3]. However, the physical 
presence of a structure in the coastal area will have a significant effect on 

the hydro-sedimentary dynamics in the neighbouring coastal area. 
Further, a phenomenon like wave overtopping over these defence 
structures will cause local erosion, also called scour. Scour can directly 
affect the stability of the structure, damage infrastructure or impact 
people on the landward side [5].

Tsunami-induced scour is a phenomenon occurring in the coastal 
region under the influence of tsunami waves. This occurs when the soil 
layer from the coastal bed/nearshore region gets eroded by tsunami 
waves. This action in particular, among other factors influencing, can 
cause significant threats to the stability of structures like buildings, 
bridges, coastal defence structures and even marine pipelines. In recent 
years, the studies on tsunamis, and tsunami-induced scour are getting 
more and more attention from researchers because of the complex na
ture and severity of the effect on these structures [6–8].

Post-tsunami field surveys after the 1992 Nicaragua tsunami and the 
1998 Papua New Guinea found that there were significant levels of scour 
around structures [9]. This scour is often connected to the main failure 
mechanisms of structures during the tsunami event [9]. Similar field 
surveys after the 2011 Tohoku tsunami also confirmed that the 
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tsunami-induced scour around the buildings and roads was the primary 
cause of structural failure [10–12]. Although there have been several 
studies carried out about scour around structures, limited literature is 
available about tsunami-induced scour. Thus, post-tsunami field survey 
data are the primary source of information [13]. Based on the 
post-disaster field survey of the 2011 Tohoku tsunami, Jayaratne et al. 
[14] found that leeward toe scour is one of the primary failure mecha
nisms of coastal defence structures.

Knowing that the scour is one of the primary reasons for structural 
failure, studying the scour mechanism is of paramount importance in 
informing future design criteria. This can help in the development of 
robust design guidelines and mitigation measures [13].

There have been several studies in the past which investigated the 
scour around structures. Uda et al. [15] carried out laboratory experi
ments to study about scouring and collapsing mechanism of a revetment 
under the tsunami waves. The findings from the study indicated that the 
failure or collapse of the revetment was dependent on the topography of 
the reclaimed area and scour occurred around the toe during the 
tsunami downrush [16,17]. The effect of grain size on scour during 
tsunami run-up around a cylindrical structure was investigated using 
sand and gravel beds by [18]. The study concluded that when the sand 
was replaced with gravel, the area in which the scour occurred was 
reduced. However, this change did not always have an impact on the 
maximum scour depth.

Yoshii et al. [19] attempted to investigate the sedimentation and 
inundation caused by tsunami waves using super large wave flume at 
Central Research Institute of Electric Power Industry (CRIEPI), Japan. 
The study analysed the sediment transport and deposition in the shore 
areas or coastal hinterlands. They tried to explore the sediment move
ment around the structure under the influence of tsunami waves.

The adverse socio-economic and environmental impacts of this 
hydro-sedimentary process on coastal defence structures have made the 
researchers focus on the development of a numerical model to study the 
phenomenon. These studies have also led to the improvement of various 
numerical tools to better understand and predict complex sediment 
transport processes. Rapid advancement in computational capability in 
the last few decades has enabled the rapid development of numerical 
simulations.

Kim and Chen [20] integrated a computational fluid dynamics (CFD) 
model called FANS3D with a suspended sediment transport model to 
study complex flow problems. Two experimental programmes were first 
conducted to validate the new model (solver) and the sediment con
centration results showed good agreement. The new solver was then 
extended to simulate sediment transport around the abutment in the 
channel bed and it showed well-simulated 3D suspended sediment 
transport results. Baykal et al. [21] employed a 3D hydrodynamic 
model, embedded with a k − ω turbulence model, sediment transport 
and morphological models, to investigate the effect of suspended load 
and vortex shedding on scour around a vertical circular cylinder sub
jected to steady current. The authors compared their numerical results 
against the experimental data and discovered that 50 % of the scour 
depth measured at the equilibrium stage is because of the suspended 
sediment transport and that the effects of vortex shedding at the 
beginning of the scour process are not pronounced.

Hongwei and Rodi [22] employed a 3D computer model to study the 
flow characteristics and sediment transport processes in the neigh
bouring parts of the dam of the Three Gorges hydroelectricity plant in 
the Yangtze River, China. The results of the free surface velocity and bed 
deformation resulting from the suspended load agree well with the 
laboratory measurements. Tofany et al. [23] developed a 2D RANS-VOF 
model to study the scour process in front of an impermeable vertical 
breakwater. They employed sediment transport formulae and bottom 
shear stress in the model to produce the scour patterns at the structure. 
An accurate near-bottom velocity and improved deposition patterns for 
coarse materials were reported.

Burkow and Griebel [24] investigated the scour patterns at a 

rectangular obstacle using the NaSt3D model and Exner’s bed level 
equation to study fluid flow characteristics and sediment transport 
processes respectively. Both numerical and experimental results show 
good agreement. Zhang and Shi [25] studied the scour process of an 
underwater pipeline. They incorporated a bed-load sediment transport 
formula into the ANSYS Fluent modelling suite and simulated the bed 
deformation using dynamic mesh technology. There were good re
semblances between the numerical and experimental results.

Commercial and open source computational fluid dynamics models 
have been employed to study scour processes around hydraulics struc
tures. Ahmad et al. [26] and Sreedhara et al. [27] both employed 
REEF3D, a CFD model, to study the scour process around piers and piles 
respectively. Both studies concluded that numerical results matched 
well with the experiments. The FLOW-3D software was used by Li et al. 
[28] to simulate the hydrodynamics and local scour around a 
non-submerged spur dike. They reported 3 phases of the scour process; i. 
e. initial phase, the main scour phase and the balance phase, and testi
fied that the first two phases are the most significant of the scour 
development process since most of the scour occurred during these 
stages.

Saponieri et al. [29] conducted a large-scale physical experiment at 
the new Delta flume (Delft, The Netherlands). They aimed to investigate 
the wave impact on a vertical wall placed in a dike and the morpho
logical evaluation. They used the XBeach [30] model for their scour 
analysis. They compared the computed data with the experimental data 
and found out that the XBeach showed good reliability in the general 
evolution of the bed layer during the experiments. They concluded that 
this analysis allows to have a good prediction of general parameters of 
scour.

Kang et al. [31] studied the flow characteristics around a dike with 
varying ratios of length and depth. They did an experimental and nu
merical study of flow characteristics around a dike. They found out that 
when the length-to-depth ratio moves closer to one, three-dimensional 
flow patterns which can affect the scour, existed around the dike.

Tsunami-induced scour has long been a significant challenge in 
coastal engineering, as it can lead to the catastrophic failure of defence 
structures during extreme wave events. Various numerical and experi
mental studies have been conducted to investigate the underlying 
mechanisms of scour and develop predictive models [32] . However, a 
key novelty of this study lies in its focus on an underexplored aspect of 
tsunami-induced scour: the effect of coastal dike geometry on scour at 
the leeward side. While most prior studies generalise scour processes, 
this work specifically highlights the geometric influence on scour dy
namics, offering new insights into the complex interactions between 
hydrodynamic forces and sediment transport.

Scour around coastal structures is a fundamental issue affecting both 
their design and stability. Tortumluoglu et al. [33] analysed equilibrium 
and temporal scour around the head of rubble mound breakwaters under 
both breaking and non-breaking wave conditions, showing that wave 
breaking considerably reduces equilibrium scour depth. Xu and Huang 
[34] examined wave-induced local scour around pile breakwaters and 
found that the maximum scour depth exhibits an exponential trend over 
time. In another experimental study, Yu et al. [35] investigated wave- 
and current-induced scour around anti-deposition permeable breakwa
ters using physical models.

It is well recognised that when waves directly impact a breakwater, 
the resulting scour in front of the structure generally occurs in a two- 
dimensional form [36]. Many earlier studies have also focused on 
two-dimensional scour processes [37–47]. For example, Sumer and 
Fredsøe [45] investigated two-dimensional scour at the trunk of 
rubble-mound breakwaters and proposed countermeasures for toe pro
tection using both single and multiple layers of stones. Building upon the 
scour depth formula developed earlier by Sumer and Fredsøe [45], 
Myrhaug et al. [48] presented a method to estimate scour depth and 
determine the necessary width of the protection layer for the head of 
vertical-wall breakwaters and round-headed rubble-mound 
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breakwaters.
Despite the efforts of several numerical studies about the scour 

regime as discussed above, very few numerical studies consider the ef
fect of coastal dike geometry on tsunami-induced scour at the leeward 
side. Thus, this paper will focus on the numerical investigation of the 
hydro-sedimentary dynamics at the leeward of a coastal dike. The study 
employed the tsunami-induced scour predictive model developed by 
Jayaratne et al. [14], which was based on comprehensive laboratory 
experiments. The model was rigorously validated using advanced nu
merical methods, including a hydrodynamic model and a sediment 
transport model.

Another novel contribution of this research is its integration of 
advanced numerical modelling approaches, such as the Reynolds- 
Averaged Navier-Stokes (RANS) equations for hydrodynamic simula
tions and turbulence-averaged Eulerian two-phase flow equations for 
sediment transport. These methods enable a highly detailed represen
tation of both flow dynamics and sediment interactions, surpassing the 
capabilities of traditional modelling techniques.

The hydrodynamic model was formulated using the Reynolds- 
Averaged Navier-Stokes (RANS) equations, which are widely utilized 
to simulate turbulent flows by averaging the effects of turbulence over 
time. This approach allowed for a detailed representation of tsunami- 
induced flow dynamics. Additionally, the sediment transport model 
was developed based on the turbulence-averaged Eulerian two-phase 
flow equations, which account for the interactions between the fluid 
phase (water) and the solid phase (sediments). This method effectively 
captured the mobilization, transport, and deposition of sediments driven 
by tsunami-induced turbulent forces.

By bridging numerical and experimental approaches, this study 
provides a robust and reliable framework for predicting tsunami- 
induced scour, filling a critical gap in existing research. Moreover, the 
findings contribute to the development of more resilient coastal defence 
designs, particularly by incorporating the influence of dike geometry 
into scour prediction models. By integrating these numerical models 
with experimental data, the study established a robust framework for 
predicting scour under tsunami conditions, ensuring high reliability and 

accuracy in the assessment of sediment dynamics.

2. Experimental data used for numerical models

Jayaratne et al. [14] used the field data of the 2011 Tohoku tsunami, 
and laboratory experimental data to derive a practical scour depth 
predictive model at the leeward toe of a coastal dike. The field survey 
team measured the spatial extent of the scour, geometry of the collapsed 
or failed structures, digital photos and videos, coordinates of the survey 
locations and collected soil samples at damaged structures in Fukushima 
and Miyagi prefectures.

The laboratory experiments were conducted in a hydraulic flume of 
8.6 m long, 0.305 m wide and 0.315 m deep at the University of East 
London (see Fig. 1). Three 1:50 scale non-porous coastal dike models 
with varying slopes and constant structure height of 0.1 m were used in 
the experiments (Fig. 2). Although small scale experiments are benefi
cial in many research studies, they can lead to inaccuracies due to scale 
effects, such as altered turbulence, sediment transport, and wave 
breaking dynamics. Increased viscous and surface tension forces may 
distort results, and sediment properties or boundary constraints might 
not scale realistically. Ensuring dynamic similarity and using hybrid 
turbulence modelling can mitigate these issues.

The impermeable beach slope in front of the structure was main
tained at 1:10 throughout the study and the dam break method was 
employed to create a tsunami-like wave. The dam break gate was 
located 1 m from the start of the beach slope to allow full development of 
the wave.

The three model dikes had different seaward and landward slopes 
and crest widths to replicate the three damaged dikes in Ishinomaki (A), 
Iwate (B) and Soma (C) (Table 1). Further, these configurations were 
employed to study the hydrodynamic behaviour of the quasi-tsunami 
flow under several hydraulic variations.

A sand layer of 0.113 m was placed right after the landward of the 
model dike in order to measure the depths and extent of the scour 
profile. The average sand diameter (d50) used to fill the landward region 
was kept at 0.35 mm.

Fig. 1. Schematic experimental set-up of Jayaratne et al. [14] used in the present study.

R. Jayaratne et al.                                                                                                                                                                                                                              Results in Engineering 27 (2025) 106557 

3 



The upstream water height behind the dam-break gate, hu was 
maintained at 0.3 m throughout the study to ensure uniformity. The 
water depth downstream, hd (seaward region of the dike) was varied to 
represent three distinct hydraulic conditions as specified in Table 2. 
These hydraulic conditions together with the geometry of the flume and 
the coastal dike models (Fig. 2) were represented and evaluated using a 
2D numerical model.

The tsunami-like wave propagation after the dam was opened 

towards the dike and scour process were recorded by a video camera. 
The frame-by-frame video analysis of the fluid flow was used for further 
analysis including velocity detection. Five pressure sensors (MEAS 
France SO: FA59630. Model: EPX-N02–1B-/Z2/L1M/25 M. Serial 
number: Q1416Z. Range: 1 bar S. Measurement Specialties Inc.), P1-P5, 
digitised at a frequency of 25 kHz, were installed in 5 different locations 
in the model dikes (Fig. 2). Once the wave passes through the model 

Fig. 2. a) Front view of hydraulic flume channel. b, c, d) Coastal dike model geometries tested in the present study, with pressure sensors P1-P5.

Table 1 
Dimensions of the tested model dikes.

Dike geometry type Crest width (cm) Seaward slope Landward slope

A 10 1: 1 1: 1
B 15 1: 2.25 1: 0.71
C 2.4 1: 3 1:1.4

Table 2 
Tested hydraulic variations in the present study.

Hydraulic variation type hu (m) hd (m) αi

(

=
hd

hu

)

I 0.3 0.015 0.050
II 0.3 0.030 0.100
III 0.3 0.050 0.167
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dikes and the scour process takes place, the scour depth in the leeward of 
the model dike were measured using a point gauge and video image 
analysis. The moving point gauge with a vernier scale was used to 
measure the size of the scour holes behind the model coastal dike, and a 
level was used to position a layer of sand during the scour process. The 
dynamic changes in scour depth and extent from the initial leveled 
plane-bed were recorded and analyzed using video imagery technique. It 
was estimated that the prototype scour duration is approximately 42 s.

3. Numerical investigation of wave propagation

The ANSYS Fluent (www.ansys.com/products/fluids/ansys-fluent), 
a CFD modelling suite, is used to simulate the 2D dam-break incom
pressible fluid flow. The realizable k-ε turbulence model was applied 
because of an accurate prediction of the mean-square vorticity fluctua
tion. This model has been proven to perform well in comparison to the 
other k-ε models used for separated and swirling flows [49,49,50]. 
However, some other models, such as the k-omega models, have also 
demonstrated the potential to simulate similar conditions effectively 
[51].

A major development on the standard k-ε model conducted by Shih 
et al. [52] as it presents a new formulation for the turbulent viscosity and 
the dissipation rate, ε, transport equation derived from a precise equa
tion of the mean-square vorticity fluctuation.

Turbulent kinetic energy k, 

∂
∂t

(ρk) +
∂

∂xj

ʀ
ρkuj

)
=

∂
∂xj

[(

μ +
μt

6k

)
∂k
∂xj

]

+ pk + pb − ρε − YM + Sk (1) 

Turbulent dissipation ε 

∂
∂t

(ρε) +
∂

∂xj

ʀ
ρεuj

)
=

∂
∂xj

[(

μ +
μt

6ε

)
∂ε
∂xj

]

+ ρc1εSε − ρc2
ε2

k +
̅̅̅̅̅
νε

√

+ c1ε
ε
k
c3εPb + Sε (2) 

where, c1= max 
[
0.43, ƞ

ƞ + 5

]
, ƞ = S k

ε, S =
̅̅̅̅̅̅̅̅̅̅̅̅
2SijSij

√
.

The model function c1 is formulated as a simple function of ƞ, which 
denotes the raio of the turbulence time scale to that of the mean strain. It 
allows c1 to adjust dynamically to local flow conditions, thereby 
enhancing the capability of the model to simulate a diverse spectrum of 
turbulent flows. The modulus of the mean rate-of-strain tensor, S, plays a 
crucial role in characterising both the production and dissipation of 
turbulence, as it quantifies the overall rate of deformation within the 
flow field.

In these equations, Pk, Pb, and YM are calculated as shown in the 
standard k-ε model above. The term Pk signifies the production of tur
bulence kinetic energy arising from mean velocity gradients, providing a 
measure of the energy transferred from the mean flow to turbulent 
fluctuations as a result of velocity shear. Pb represents the generation of 
turbulence kinetic energy attributable to buoyancy effects. In addition, 
the parameter YM accounts for the influence of fluctuating dilatation in 
compressible turbulence on the total dissipation rate.

In these equations, Pk, Pb, and YM are calculated as shown in the 
standard k-ε model above. Turbulent eddy viscosity, μt = ρcμ

k2

ε , Where, 
cμ = 1

A0+ As
kU*

ε
, 

U* ≡

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

SijSij + Ω̃ ijΩ̃ ij

√

, Ω̃ ij = Ωij − 2εijkωk, Ωij = Ωij − εijkωk 

Ωij is the mean rate-of-rotation tensor observed in a rotating reference 
frame with angular velocity, ωk. By default, - 2εijkωk is not included in 
FLUENT in the calculation of Ω̃ ij. 

A0 = 4.04, As =
̅̅̅
6

√
cosɸ 

ɸ =
1
3

cos−1
( ̅̅̅

6
√

W
)

, W =
SijSjkSki

S̃
3 , S̃ =

̅̅̅̅̅̅̅̅̅
SijSij

√
, Sij =

1
2

(
∂uj

∂xi
+

∂ui

∂xj

)

c1ε = 1.44, c2ε = 1.9, 6ε = 1.2, 6k = 1.0 

Turbulent eddy viscosity, μt, is introduced as a modelled property to 
represent the augmented momentum transfer associated with turbulent 
eddies, which is not captured by molecular viscosity alone. Unlike the 
standard k − ε model, in which the coefficient cμ is assigned a constant 
value (typically cμ= 0.09), the present approach defines cμ as a function 
of local flow characteristics. This variable formulation of cμ enables the 
model to more accurately capture turbulent flows exhibiting complex 
strain and rotational features.

For this study, the unstructured mesh was used around the beach 
slope and the coastal dike, while structured mesh was used in other 
regions of the studied domain. Due to the mesh size limitation of the 
product, the sizes varied between Δx = Δy = 0.00001 m and 0.01 m 
with a minimum orthogonal quality of 0.97. Using orthogonality, the 
degree to which grid lines or surfaces are perpendicular to each other 
can be evaluated. In other words, orthogonal quality can be used to 
evaluate the quality of the mesh. The orthogonal quality for cells is 
computed using the face normal vector, the vector from the cell centroid 
of each adjacent cell, and the vector from the cell centroid to each of the 
faces. The effect of friction on the flow was not considered.

Fig. 3 depicts the different parts that were created to generate the 
boundary conditions required for the solution procedure. The parts 
created were: Left_Wall (Zone 1), Inlet (Zone 2), Free_Surface (Zone 3), 
Seaward_Slope (Zone 4), Crest (Zone 5), Landward_Slope (Zone 6), 
Right_Wall (Zone 7), Bottom_Wall (Zone 8), Back_Wall (Zone 9), 
Beach_Slope (Zone 10), and Left_Bottom_Wall (Zone 11). The designated 
zones denote specific areas within the computational domain that can be 
assigned tailored properties and boundary conditions. A coarser mesh 
size was applied to the offshore side of the flume, while the mesh res
olution was refined to its highest level on the crest of the dyke and its 
backside. This finer resolution was essential to accurately simulate the 
overtopping flow and the scour area, specifically in regions 5, 6, and 7.

The tsunami-like waves were modeled using dam break flow (two- 
phase flow). The volume of fluid (VOF) with Piecewise Linear Interface 
Calculation (PLIC), a method developed by Youngs [53] was used to 
model the interface between air and water. Additionally, Courant 
number was estimated using the following equation. 

C =
UΔt
Δh

(3) 

where U is velocity of flow, Δt is time step, and Δh is the mesh size. 
Throughout the simulation sections and models, the mesh size and time 
step was kept as 0.01 m and 0.001 s respectively. To determine the ratio 
between the distance a fluid particle travels in a single time step and the 
spatial grid spacing, Courant numbers were calculated based on the 
velocity distributions described by Abimbola [54]. The results are pre
sented in Table 3.

To overcome the large computational time requirement for a very 
fine grid close to the near-wall regime, the scalable wall function was 
used. This function treats challenging effects such as viscous effects that 
can be found in turbulent flows like tsunamis, by dynamically adjusting 
to mesh resolution and viscous effects, ensuring accurate and stable 
simulations of high Reynolds number flows. This wall function consists 
of a logarithmic law together with a limiter in the dimensionless dis
tance from the wall of the standard wall function developed [55]. An 
initialisation of a hybrid solution is applied to speed up the convergence 
of the numerical simulations. The hybrid solution is an initialization 
method that blends the standard initialisation and patch initialisation 
techniques. It calculates flow field variables such as pressure, velocity, 
and temperature using simplified approximations such as Laplace’s 
equation, offering a more physically realistic starting point for complex 
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simulations. The Δt was set at 0.001 s the estimated maximum iter
ations/time step was found to be 20. This led to 6000-time steps of the 
flow. Fig. 4 presents the distributions of air and water volume fractions, 
which were employed to represent the interface between the two phases 
during and after the tsunami-like wave overtopping event over one of 
the model dikes, Model A.

3.1. Total wave pressure (TWP)

Tsunami wave pressure consists of two components: hydrostatic and 
dynamic pressure. Arimitsu [56] explained the effect these two com
ponents of tsunami waves can have on a coastal structure. Moreover, 
Arimitsu [56] opined that when the main body of a tsunami impacts a 
structure, a considerable amount of hydrostatic pressure and the least 
amount of dynamic pressure are generated, on the other hand when the 
bore of the wave impacts a structure, the least amount of hydrostatic 
pressure and a significant amount of large dynamic pressure are 
generated. The total wave pressure (TWP) values from the numerical 
simulations are discussed in the following sub-sections.

ANSYS Fluent was used to derive pressure values at points 

corresponding to the actual pressure sensors used in the laboratory ex
periments. The simulations maintained the same dike geometry and 
hydraulic conditions exactly as those used in the laboratory experi
ments. Total Wave Pressure (TWP) values for all three tested dike 
models A, B, and C were obtained under three different hydraulic con
ditions as described in Table 1. From the simulation data, the maximum 
pressure (Pmax) recorded by all five pressure sensors and the total 
duration of the tsunami flow (td) were extracted subsequently, pressure 
values against time series were plotted, normalising by dividing them by 
Pmax and td.

3.1.1. Dike model A
The P/Pmax against t/td values for the three hydraulic conditions 

used in dike model A is depicted in Fig. 5. A sharp spike in the pressure 
values was observed for all five sensors. This might be caused by the 
sudden impact of the wave on the model dike. Pressure at points P1 and 
P2, in the seaward slope of the dike were observed to be the highest 
under all three tested hydraulic conditions. This is plausible as the wave 
hits the seaward-facing side with maximum energy. A drop in P/Pmax as 
time increases due to a drop in TWP is observed for all the sensors. It was 
observed that the sensors P4 and P5 had a gradual increase and decrease 
compared to the sensors P1 and P2. This suggests a more subdued and 
delayed response to water flow, which could be due to the dike 
absorbing the impact from the seaward side and only a portion of the 
energy reaching the landward side. From the plots we can comfortably 
conclude that the given dike geometry (dike model A) significantly re
duces the pressure from the seaward side (P1) to the landward side (P5) 
for all tested hydraulic conditions, which demonstrates its effectiveness 
in protecting the landward area.

Fig. 3. Different model sections set up in ANSYS Fluent Software [(1) Left wall; (2) Inlet [the upstream section of the gate]; (3) Free surface [the downstream section 
of the gate]; (4) Seaward slope; (5) Crest; (6) Landward slope; (7) Right wall; (8) Bottom wall; (9) Back wall; (10) Beach slope; and (11) Bottom left wall].

Table 3 
Estimated Courant numbers based on different flow conditions.

Model Time 
step

Mesh 
size

Lowest 
flow 
velocity

Highest 
flow 
velocity

Lowest 
Courant 
number

Highest 
Courant 
number

A 0.001 0.01 1.79 1.87 0.179 0.187
B 0.001 0.01 2.25 2.62 0.225 0.262
C 0.001 0.01 1.79 1.85 0.179 0.185

Fig. 4. Air-water interface during and after the tsunami-like wave overtopping event of the model dike A.
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3.1.2. Dike model B
The P/Pmax against t/td values for the three hydraulic conditions 

used in dike model B are depicted in Fig. 6. A sharp spike in the pressure 
values was observed for all five sensors. However, it can be observed 
that the pressure values in P1 and P2 are similar in contrast to model A. 
Similarly, the same pattern was observed at P4 and P5. From Table 4, the 
pressure values at P3 were observed to be very similar to both model 

dikes and all tested hydraulic conditions. Steeper slopes (model A) may 
result in the wave impingement closer to the dike and thereby have more 
energy concentrated around the dike. This results in more impact energy 
and therefore high peak values as seen in Fig. 5 and Table 4. Moreover, 
reflected waves in steeper slopes play a crucial role in reducing the 

Fig. 5. Numerical results from ANSYS Fluent model. Total wave pressure dis
tribution in Model A under three hydraulic conditions. Different types of hy
draulic conditions are given in Table 2.

Fig. 6. Numerical results from ANSYS Fluent model. Total wave pressure dis
tribution in Model B under three hydraulic conditions. Different types of hy
draulic conditions are given in Table 2.
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overall pressure values. A gentle seaward slope of the dike allows waves 
to propagate over a longer distance as they approach the dike crest. This 
process takes place smoothly. This is evident from Fig. 6 that the pres
sure drops are smooth and less abrupt. As the reflected waves play less 
role in gentle curves, the pressure drops may not be significant.

This is evident from the pressure values in Table 4, where pressure 
drops under all three tested hydraulic conditions were 66 % in Model A, 
compared to 41 % in Model B.

3.1.3. Dike model C
Fig. 7 indicates a similar pattern to model C, with the highest pres

sure at P1 and decreasing towards P5. Dike model C had a sharp crest, 
which might have allowed more overtopping, which could result in a 
more even distribution of pressure along the dike length. This could be 
why the pressures at P3, P4 and P5 did not drop sharply and remained 
consistent over time.

Under hydraulic condition 1, the pressure drops recorded by sensors 
P1–P5 were 18 % in Model A, 8 % in Model B, and 20 % in Model C. In 
contrast, under hydraulic condition 2, pressure increases were observed, 
9 % in Model A, 5 % in Model B, and 26 % in Model C. Under hydraulic 
condition 3, pressure in Model A increased by 28 %, while Models B and 
C showed pressure drops of 9 % and 6 %, respectively.

The numerical data in Table 4 demonstrate that dike model B 
exhibited the lowest peak pressure at measurement point P1 in the nu
merical study. The gentler slopes of model C, compared to models B and 
A, induced a gradual decay in wave pressure. Conversely, the steeper 
slopes of model A resulted in the largest change in the TWP across the 
three hydraulic variations, with differences of 0.29 bar, 0.11 bar, and 
0.56 bar. A consistent reduction in exerted pressure was observed across 
all tested geometries, attributable to energy dissipation in tsunami 
waves as they propagate landward. This phenomenon arises from 
increased shear forces in the downstream water depths, which diminish 
wave energy and consequently reduce hydraulic pressure on the dike 
structures.

Analysis of pressure sensor data P1–P3 for all the models revealed 
that 74 % of initial impact wave measurements exhibited experimental- 
to-numerical pressure ratios ≤ 2. This agreement diminished to 53 % 
when incorporating all five sensor datasets, indicating limitations in the 
capacity of the Reynolds-averaged Navier–Stokes (RANS) model to 
resolve secondary wave dynamics. While the 2D turbulence model 
successfully captured primary wave behaviour in the dam-break flume, 
turbulent interactions of the upstream flow with the downstream water, 

beach slope morphology, and seaside dike geometry were inadequately 
represented.

The observed variability in pressure data obtained from both 
experimental and numerical investigations highlights the need to verify 
the validity of the computational framework and the simulated pressure 
results. This is achieved by comparing the numerical outputs with 
experimental measurements of dam-break flows over a dry horizontal 
bed, as reported by Lobovsky et al. [57].

The numerical model replicated the experimental configuration 
within a small open channel of dimensions 1.61 m × 0.6 m × 0.15 m, 
incorporating a water column height of H = 300 mm behind the dam 
gate. Pressure sensors 1–4, positioned at locations consistent with the 
laboratory setup, acquired data at a sampling frequency of 20 kHz. The 
locations of the sensors are as follows: P1 was positioned 3 mm, P2 at 15 
mm, P3 at 30 mm, and P4 at 80 mm above the base of the flume, with all 
sensors aligned at the mid-section of the impact wall.

The pressure sensor 4, situated at the uppermost position, recorded 
the maximum dynamic pressure attributable to direct flow impact, 
whereas sensor 1, at the lowest elevation, registered the minimum peak 
pressure. This outcome contrasts with experimental observations, 
wherein sensor 1 exhibited the highest pressure peak and sensor 4 the 
lowest, as depicted in Table 5. Despite this inversion, the simulated peak 
pressure range aligned closely with experimental values; within 10.07 % 
of each other. The inverse relationship stem from divergent flow prop
agation dynamics. Experimental results indicated a downward-inclined 
free surface profile in the direction of the flow, while simulations pro
duced an upward inclination (Fig. 8). Specifically, the downward slope 
of the free surface in the experimental study results in the secondary 
wave collapsing onto sensor 4, whereas the upward slope observed in 
the numerical simulation causes the secondary wave to impact sensor 1. 
Hu, Zhang, and Li [58] reports investigations in which two-dimensional 
numerical solvers were unable to accurately capture the free surface in 
the near-field region, although their accuracy improves as the flow ad
vances downstream. To address this limitation in the context of this 
small-scale channel, the peak pressure range and the percentage dif
ference in the range of peak pressures have been utilised, thereby 
maintaining accuracy of the numerical setup. Notably, turbulence ef
fects arising from secondary waves were inadequately captured by the 
2D turbulence model (Fig. 9).

RANS models are widely favoured in engineering and industrial 
applications due to their lower computational demands compared to LES 
(Large Eddy Simulation) and DNS (Direct Numerical Simulation). While 

Table 4 
Experimental (Exp.) and numerical (Num.)TWP obtained at P1-P5.

Pressure sensor Downstream depth (hd) / m

0.015 0.03 0.05

Maximum pressure / bar

​ Exp. Num. Exp./Num. ratio Exp. Num. Exp./Num. ratio Exp. Num. Exp./Num. ratio
Model A
P1 0.5 0.43 1.16 0.32 0.28 1.14 0.32 0.64 0.50
P2 0.38 0.28 1.36 0.35 0.25 1.4 0.53 0.43 1.23
P3 0.35 0.17 2.06 0.35 0.18 1.94 0.41 0.13 3.15
P4 0.3 0.15 2.00 0.39 0.18 2.17 0.34 0.1 3.40
P5 0.41 0.14 2.93 0.35 0.17 2.06 0.41 0.08 5.13
Model B
P1 0.49 0.33 1.48 0.38 0.2 1.90 0.43 0.23 1.87
P2 0.41 0.32 1.28 0.4 0.21 1.90 0.38 0.18 2.11
P3 0.36 0.19 1.89 0.36 0.18 2.00 0.37 0.12 3.08
P4 0.41 0.18 2.28 0.36 0.18 2.00 0.36 0.09 4.00
P5 0.45 0.17 2.65 0.4 0.17 2.35 0.39 0.09 4.33
Model C
P1 0.6 0.34 1.76 0.35 0.27 1.30 0.35 0.19 1.84
P2 0.37 0.28 1.32 0.36 0.21 1.71 0.36 0.16 2.25
P3 0.38 0.21 1.81 0.4 0.17 2.35 0.38 0.13 2.92
P4 0.4 0.2 2.00 0.33 0.17 1.94 0.33 0.12 2.75
P5 0.48 0.18 2.67 0.44 0.17 2.59 0.33 0.11 3.00
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RANS relies on modelling all turbulent motions, which makes it less 
accurate than the other methods, it is robust, straightforward to 
implement, and suitable for a broad range of engineering practical 
problems. In contrast, LES and DNS provide more detailed and accurate 
representations of turbulent flows but require significantly more 

computational resources, making them less practical for routine use. The 
observed discrepancies align with recognised constraints of 2D turbu
lence modelling, including pressure gradient inaccuracies and chal
lenges in resolving laminar–turbulent transitional regimes. 
Furthermore, three-dimensional flow effects, particularly eddy struc
tures arising from hydraulic structure interactions, were insufficiently 
characterised. These findings underscore the need for advanced 
computational approaches to partially resolve turbulent eddies and 
improve predictive fidelity in complex hydraulic scenarios.

3.2. Overflowing wave pressure

When the bore impacts on the back of a model dike (landward slope 
of the dike), an overflowing wave pressure is generated. Mizutani and 
Imamura [59] established that its maximum value Pom has a relation
ship with the maximum flow velocity over the crest close to the land
ward region Vm, the water density ρ, the landward slope angle θ2, 
gravitational acceleration g, and dike height measured at the 
leeside Hd2, as expressed in Eq. (4). 

Pom

ρgHd2
= 2

̅̅̅
2

√ Vmsinθ2
̅̅̅̅̅̅̅̅̅̅
gHd2

√ (4) 

The average error, E, expressed mathematically in Eq. (5) shows the 
applicability of the simulated results against the measurements. 

E =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1(Ŷ − Yi)
2

√

N
(5) 

where, Ŷ is the model data, Yi is the measured data and N is the total 
number of data used.

To compare the results obtained from the experimental study and 
numerical study, they were verified against the mathematical formula 
developed by Mizutani and Imamura [59], which is depicted in Fig. 10.

Fig. 10 demonstrates that models B and C exhibit closer alignment 
with the overflowing wave equation proposed by Mizutani and Imamura 
[59] compared to model A. It was observed that the numerical values 
diverge from experimental results. The observed discrepancies between 
experimental and numerical overflowing wave pressures are likely 
attributable to the turbulent interactions between the primary 
dam-break wave and the beach slope. The two-dimensional modelling 
approach may have either overlooked or excessively simplified the 
complex flow structures present in the system. To accurately resolve the 
turbulence, eddy formation, and vortex dynamics phenomena, it is 
necessary to employ a range of three-dimensional turbulence models 
capable of capturing the intricate flow features inherent to these hy
draulic scenarios.

Table 6 presents the normalised pressure datasets derived from both 
the experimental investigation and the numerical analysis. The corre
sponding error values for the experimental and numerical data are also 
provided. It indicates that the numerical results for coastal dike models B 
and C exhibit reduced deviation from both the maximum overflowing 

Fig. 7. Numerical results from ANSYS Fluent model. Total wave pressure dis
tribution in Model C under three hydraulic conditions. Different types of hy
draulic conditions are given in Table 2.

Table 5 
The peak pressure comparison between Lobovsky et al. [57] experimental study 
and the numerical study, for H = 300 mm.

Study type Experimental study Lobovsky 
et al. [57]

Numerical 
study

Pressure sensor Peak Pressure (bar) Peak Pressure 
(bar)

Sensor 1 0.014 0.089
Sensor 2 0.035 0.057
Sensor 3 0.076 0.045
Sensor 4 0.086 0.023
Peak pressure range 0.073 0.066
Percentage difference in peak 

pressure range
10.07 %
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pressure equation and the laboratory data reported by Jayaratne et al. 
[14]. The numerical model data of model A has the largest deviation 
from both Eq. (4) and laboratory measurements. The variations could be 
attributed to the different scales at which the studies were conducted.

Further, this also may be because of the limitation of the numerical 
model in which the tests were conducted. The events in the experimental 
study were digitised at a frequency of 25 kHz while the numerical work 

based on RANS modelling is digitised at 1 kHz. This method of time- 
averaged continuity and Navier-Stokes equations is not sufficient to 
fully describe the processes at all length scales. It makes it difficult to 
accurately capture the flow unsteadiness and the dynamics of small 
scales. About 19 trillion cells would be required to fully study this open 
channel flow problem in the 3D domain with a Reynolds number of 
approximately 8 × 105. Thus, we can understand the difference in the 

Fig. 8. Free surface profile and upstream wave at the instant of complete dam gate removal. H = 300 mm, experimental study by Lobovsky et al. [57] (left), nu
merical study (right).

Fig. 9. Comparison of impact event pressure signals from four pressure sensors during experimental and numerical studies for H = 300 mm.
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values obtained by experimental and numerical studies.

4. Numerical scheme for the hydro-sedimentary process

The hydro-sedimentary dynamics of the landward side of the struc
ture are studied by using the open-source code-named “SedFoam 2.0″ 
developed by Chauchat et al. [60]. The sediment stress was modelled 
using the kinetic theory of granular flows, and the k-ε turbulence model 
was employed to simulate the turbulent flow regimes. The flow veloc
ities that induced the scour was determined by incorporating the shear 
stress values from the hydrodynamic study into the logarithmic velocity 
distribution. These velocities were incorporated through a logarithmic 
velocity distribution to ensure consistency with the hydrodynamic 
boundary conditions. The use of a logarithmic velocity profile is 

particularly significant in coastal engineering as it accurately represents 
the vertical distribution of flow velocities in turbulent boundary layers, 
such as those occurring near the seabed. This approach ensures a real
istic coupling between the hydrodynamic model (ANSYS) and the 
sediment transport model (SedFoam), enhancing the reliability of sedi
ment transport predictions under complex flow conditions. An overview 
of the theory behind the SedFoam 2.0 is depicted in Fig. 11.

4.1. Logarithmic velocity distribution

The Von kármán’s logarithmic velocity distribution states that the 
average inlet velocity at a certain point is related to the distance from 
that point to the solid boundary. Keulegan [61] showed this relationship 
in Eq. (6). 

Fig. 10. The relationship between overflowing wave pressure and flow properties from experimental (Exp.) and numerical (Num.) simulations.

Table 6 
Comparison of averaged error of experimental and numerical values of overflowing wave pressure.

Dike 
geometry 
type

X = 2
̅̅̅
2

√ Vmsinθ2
̅̅̅̅̅̅̅̅̅̅
gHd2

√

Calculated using data 
from the numerical 
study

Yi =
Pom

ρgHd2 
Calculated 

using data from the 
numerical study

Ŷ =
Pom

ρgHd2 
Calculated data 

using the overflowing wave 
pressure model (Eq. (4))

The average error, E, of the 
numerical data, where N = 3 for 
each of the three model dike sets

The average error, E, of the 
experimental data of Jayaratne 
et al. [14], where N = 3 for each of 
the three model dike sets

​ 3.71 1.56 3.71 ​ ​
A 3.21 1.87 3.21 1.22 0.18
​ 3.71 1.04 3.71 ​ ​
​ 2.93 1.87 2.93 ​ ​
B 2.97 1.87 2.97 0.55 0.46
​ 1.62 0.98 1.62 ​ ​
​ 1.62 2.08 1.62 ​ ​
C 2.30 1.77 2.30 0.26 0.56
​ 1.59 1.25 1.59 ​ ​

Fig. 11. Integration of different CFD modelling tools for the investigation of the hydro-sedimentary dynamics at dikes.
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u
u*

=
1
k

ln
(

z
zo

)

(6) 

where u is the inlet velocity, u*( =
̅̅̅̅̅̅
τw
ρ

√
) is the shear velocity, z is the 

perpendicular distance from the solid boundary, zo is an integration 
constant, k is the Von kármán’s constant.

For hydraulically rough flow, zo = 2.5 d50/30, where d50 is the 
median diameter of the sediment. This changes the inlet velocity to that 
shown in Eq. (7). 

u(z) =
1
k

̅̅̅̅̅τw

ρ

√

ln (
30z

2.5d50
(7) 

where, τw is the solid boundary shear stress, and ρ is the density of 
water.

4.2. Shear stress at bottom wall

The mean shear stress τw at the bottom solid boundary (see Fig. 3, 
Bottom boundary after the model dike) in the landward of the three 
model geometries was processed after the hydrodynamic study of the 
wave in ANSYS Fluent 18.0 software.

The time-averaged shear stress values computed through numerical 
analysis for all three tested model dike models and for all three hydraulic 
conditions are given in Table 7.

It can be noted from Table 7 that, all the mean shear stresses of the 
three models first increased during the Type II hydraulic test conditions 
before they finally decreased during the Type III hydraulic test condi
tion. The influence of downstream water depth on the upstream water 
depth is reflected in the resulting average shear stress values. When the 
dimensionless initial downstream water depth, αi, exceeds 0.100 under 
hydraulic variation II, the frictional resistance associated with the 
downstream water depth becomes significant, leading to a reduction in 
the average shear stress. A comparable pattern, characterised by a 
general reduction in bore velocity with increasing downstream water 
depth, was observed in the experimental data reported by Abimbola 
[54].

The bottom shear stress on the landward side of the model dike 
provides an indication of the hydro-sedimentary processes occurring 
within this region.

4.3. Model setup, mesh generation and initial boundary conditions

Fig. 12 provides a focused view of the landward region previously 
identified in Fig. 3. In the numerical model, a sand bed measuring 0.3 m 
in length with density, ρa = 1602 kg/m-3, mean particle diameter d =
0.00035 m, and shape factor = 0.5 was modelled. The density of water 
ρb = 1000 kg/m3 and kinematic viscosity νb = 1 × 10–6 m2s-1 were set. 
The flow depth ho and the initial bed level hb are 0.202 m and 0.113 m 
respectively replicating the experimental set-up.

An initial coarse mesh comprising 31,200 cells was established with 
spatial resolutions of Δx = 0.00125 m and Δz = 0.305 m applied uni
formly to both water and sediment phases. Distinct Δy values of 
0.0014125 m (sediment region) and 0.00404 m (water region) were 
implemented. This configuration proved unstable during scour process 
simulation, resulting in premature termination at t = 0.5 s. Subsequent 
iterative grid refinement was conducted until a stable fine mesh reso
lution was achieved, enabling robust temporal evolution of the system. 
Eight hundred thousand grid cells with Δx = 0.000375 m and Δz =

0.305 m in both water and sediment regimes were included to replicate 
the model area, while Δy = 0.000226 m and 0.000404 m in the sediment 
and water regions respectively were set. The time step size of 0.001 s and 
maximum iterations per time steps of 20 were estimated by trial and 
error.

With reference to Fig. 12, zones (2) and (4) were set as wall 
boundaries, zone 3 was set as the inlet boundary, zone 1 was set as the 
symmetry plane, and zones 5 and 6 were set as outlet boundary condi
tions. The velocity of both water and sediment phases, the sediment 
concentration (α – solid phase), the turbulence kinetic energy (TKE) and 
the TKE dissipation variables (ε or ω) are set based on 1D simulation 
results using funkySetFields. The details of the boundary conditions are 
summarised in Table 8.

4.4. Scour profile characteristics

ParaView-4.1.0 (www.paraview.org) was used to visualise the sedi
ment concentration results. The morphological changes of the sediment 
beds in the landward region, obtained using SedFoam 2.0 were pre
sented in Fig. 13. Scour profiles for each testing condition were plotted 
on a normalised graph where Ds is the scour depth, hb is the initial bed 
level, hl is the horizontal length of the sandbox and Ls is the corre
sponding length at each scour depth.

All three dike models as depicted in Fig. 13, exhibit the most pro
nounced scouring at hydraulic condition II. Model B, characterised by 
the highest average shear stress, the broadest crest width, and the 
steepest landward slope, demonstrates a distinct scour profile in the 
downstream region compared to models A and C. The location of its 
maximum scour depth is the furthest away from the landward toe. An 
increase in shear stress is directly associated with the initiation and 
progression of scour depth, as it reflects an enhanced erosive force acting 
upon the sediment bed. Duan et al. [62] interpret that the presence of 
dikes enhances both shear stress and turbulence intensity at the riverbed 
by concentrating the flow, thereby initiating local scour processes in the 
vicinity of the dikes. Hou et al. [63] elucidated the fundamental 
mechanism by which a submerged water jet induces the formation of a 
scour hole. This process arises from the momentum exchange between 
the sediment and the ambient fluid environment, occurring when the 
boundary shear stress imparted by the jet exceeds the shear strength of 
the cohesive sediment.

For Model A, the maximum scour depth measurement of 0.018 m 
was recorded for hydraulic condition I. This value increased to 0.021 m 
and slightly reduced to 0.0205 m when the hydraulic condition changed 
from II and III. For the case of Model B, hydraulic condition I, II and III 
gave 0.029 m, 0.041 m and 0.031 m maximum scour depths respec
tively. Hydraulic condition I generated a maximum scour depth of 
0.0205 m for Model C. For the same model, this value increased to 0.024 
m and then decreased to 0.0196 when the hydraulic condition changed 
from II to III. The rise-and-fall scour depth result pattern is similar to the 
pattern observed in the average shear stress values presented in Table 7.

Fig. 14 gives a comparison between the time-averaged shear stress 
and maximum scour depth derived from SedFoam 2.0 software. It can be 
observed that, when the shear value increases, the scour also increases. 
It is understandable that when the shear force near surface increases, it 
initiates sediment transport thus resulting in scour. The analysis dem
onstrates a direct correlation between the average shear stress, the 
maximum scour depth, and its corresponding horizontal position along 

Table 7 
Time-average shear stress values at the bottom boundary (zone 2 in Fig. 12) for 
three different model geometries under three hydraulic variations.

Dike 
geometry 
type

Hydraulic 
condition type

Average 
shear stress 
(Pa)

ΔTWP = P1 – P5 
[Total wave pressure difference 
between the seaward and 
landward slope of a dike]

​ I 2.52 0.29
A II 2.92 0.11
​ III 2.88 0.56
​ I 4.21 0.16
B II 6.23 0.03
​ III 4.65 0.14
​ I 2.88 0.16
C II 3.48 0.10
​ III 2.67 0.08
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the bed. This relationship highlights the interdependence of bed shear 
dynamics and localised erosion processes within the studied hydraulic 
environment. Ning, Li, and Li [64], through their numerical investiga
tion into the effects of spur dike spacing on local scour and flow dy
namics, identified bed shear stress as a principal factor governing the 
scouring process. Their findings indicate that elevated initial shear stress 
is instrumental in establishing the maximum scour depth, with subse
quent adjustment of the bed leading to a reduction in shear stress within 
the scoured region. The study further demonstrates a significant positive 
Pearson correlation between scour depth and shear stress. Furthermore, 
the highest shear stress occurs in proximity to the spur dike head, 
resulting in pronounced erosion at this location, which typically co
incides with the point of maximum scour depth.

4.5. Comparison between numerical simulation and scour depth predictive 
model results

A comparison is made between scour depth results of the present 
numerical study and the scour depth predictive model of Jayaratne et al. 
[14], defining sediments with coefficient of permeability (ms-1) ranging 
from 10–4 to 10–3 (Eq. (8)). 

Ds

Hd2
= λ

[

exp
(

−

̅̅̅̅̅̅̅̅
Hd2

√

2.5λ
̅̅̅̅̅
h

√
sinθ2

)] }

h > Hd2 (8) 

where, Ds is the scour depth, Hd2 is the height of the structure measured 
at the landward side (m), and λ = 0.85, is the fitted coefficient, h is the 
inundation height which is in terms of flow velocity (m), and θ2 is the 
angle of the leeward slope. The experimental scour depth values, and the 
scour depth values obtained from the numerical study were plotted 
against the scour depth predictive model depicted in Fig. 15.

The predictive model for tsunami-induced scour depth was 

formulated based on field survey data collected in the aftermath of the 
2011 Tohoku Tsunami. Experimental results were subsequently utilised 
to validate this model. The model proposes a resilient coastal dike 
structure designed to mitigate landward toe scour. This recommenda
tion is consistent with the sea dike design approach of a landward face 
outlined in Zhu, Linham and Nicholls [65], as well as the coastal dike 
design proposed by Kato et al. [66]. Although the numerical simulations 
exhibited considerable deviation from the experimental measurements, 
it is noteworthy that the Realizable k-ε turbulence model was exclu
sively employed within the two-dimensional RANS framework. Despite 
these variations, the numerical data demonstrated a reasonable agree
ment with the predictive model.

A statistical measure, the root mean square error (RMSE), was 
applied to measure the concentration of the numerical data around the 
tsunami-induced scour model is as follows. 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n

i=1
(yi − ŷi)

2

√

(9) 

where yi is observed value, ŷi is predicted value, n is the number of data 
points. An acceptable RMSE value of 0.113 was calculated from the 
numerical model results (Table 9), compared to a lower RMSE value of 
0.04 determined from the experimental data given in Abimbola [54].

5. Conclusions

The paper addresses a problem in coastal engineering widely iden
tified by the researchers following the 2011 Tohoku Tsunami. After the 
catastrophic event, it was found out from the post tsunami field surveys 
that about 50 % of the destruction to the coastal defences was a result of 
scour failure at their landward toe. This study explores the classical 
turbulence modelling approach of the failure behind three different 

Fig. 12. Schematic sketch of various sections of landward region [(1) Top boundary; (2) Bottom boundary; (3) Inlet water boundary; (4) Inlet sediment boundary; (5) 
Outflow water boundary; (6) Outlet sediment boundary].

Table 8 
Summary of boundary condition in the 2D sediment scour experimental configuration: zG = zeroGradient, fV = fixedValue, dM = directionMixed, fFP = Fixed
FluxPressure and hp = hydrostatic pressure.

Boundary Zone Type α k ω ua ub p Θ (for kinetic theory)

Top 1 patch zG zG zG zG zG zG zG
Bottom 2 wall zG zG zG fV, ua =0 fV, ub =0 fFP zG
Inlet (flow) 3 patch 1D profile fV,

k = 1 × 10–4
zG 1D profile 1D profile zG fV,

k = 1 × 10–6

Inlet (sed) 4 wall zG fV,
k = 1 × 10–12

zG fV, ua =0 fV, ub =0 zG zG

Outlet (flow) 5 patch zG zG zG dM dM hp zG
Outlet (sed) 6 patch zG zG zG zG zG zG zG
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coastal dike geometries and the correlation with a well-established 
tsunami-induced scour depth predictive model.

The total wave pressure over the faces of the three model dikes, i.e. 
seaward slope, crest and landward slope were measured using the nu
merical analysis. The statistical analysis of the numerical data reveals 
acceptable agreement with the maximum overflowing pressure values 
given by Mizutani and Imamura [59] model, which is fundamental to 
the principal hypothesis of the tsunami-induced scour depth predictive 
model. The numerical configuration was benchmarked against the 
experimental arrangement reported by Lobovsky et al. [57] to assess the 
validity of the computational framework and the simulated wave pres
sure results. The findings suggest that the application of the 
two-dimensional RANS modelling approach for dam-break flow pre
dictions across different spatial domains should be undertaken with 
caution.

Further, it was found out from the study that when the slope of the 
dike is highest, the pressure decline between the seaward toe and 
landward toe increases. It was also found out from the study when the 
pressure in the landward toe of the dike increases, it results in increased 
shear stress in the region. When the shear increases, it increases the 
scouring in the landward side of the dike.

A two-phase flow solver named “SedFoam-2.0″ developed by Chau
chat et al. [60], was employed to study the hydro-sedimentary charac
teristics in the leeward of the three model dikes. The study highlights 
that the integration of SedFoam-2.0 with RANS modelling provides an 
effective framework to simulate hydro-sedimentary dynamics under 
tsunami-like conditions. This coupling allows for a deeper understand
ing of the interaction between fluid flow and sediment transport 
mechanisms, which is critical for improving the resilience of coastal 
defence structures.

The present results lead to reveal a direct relationship between the 
shear stress, the maximum scour depth and its horizontal location from 
the landward toe. Also, the RMSE was used to compare the scour depths 
obtained from the present study and the predictive model of Jayaratne 
et al. [14], and the comparison results showed a good agreement. It is 
found that scour depths of the numerical study shows lower values 
compared to the experimental data and this was due to the fact that 
lower overflowing wave pressures generated from the numerical model. 
This might be because of the conditions that might have been set when 
the parameters for the numerical analysis were fed.

To address these discrepancies, future studies could explore the 
impact of refining boundary conditions in numerical models and 
incorporating site-specific parameters more comprehensively. Addi
tionally, field-scale validation of numerical predictions could offer 
critical insights into the real-world applicability of the models used in 
this study.

Since the realizable k-ε turbulence model was applied in this study, 
the turbulence effect can be further investigated using other similar 
models. For the present study, 2D numerical computations with a two- 
phase solver have been used. Future work could expand this framework 
to employ three-dimensional simulations, which would allow for a more 
nuanced analysis of turbulence and scour dynamics. A new three-phase 
solver that would account for the air-water-sand interaction could be 
developed to fully capture and explore the tsunami-induced scour 
development process.

The findings of this study underscore the importance of continued 
research into the coupling of advanced numerical modelling techniques 
with predictive scour models. Such efforts are crucial for enhancing the 
design and implementation of coastal defence systems, particularly in 
regions vulnerable to extreme tsunami events.
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