Machine Learning Approach to Personality Type Prediction Based on the Myers–Briggs Type Indicator®
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Abstract: Neuro Linguistic Programming (NLP) is a collection of techniques for personality development. Meta programmes, which are habitual ways of inputting, sorting and filtering the information found in the world around us, are a vital factor in NLP. Differences in meta programmes result in significant differences in behaviour from one person to another. Personality types can be recognized through utilizing and analysing meta programmes. There are different methods to predict personality types based on meta programmes. The Myers–Briggs Type Indicator® (MBTI) is currently considered as one of the most popular and reliable methods. In this study, a new machine learning method has been developed for personality type prediction based on the MBTI. The performance of the new methodology presented in this study has been compared to other existing methods and the results show better accuracy and reliability. The results of this study can assist NLP practitioners and psychologists in regards to identification of personality types and associated cognitive processes.
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1. Introduction

Neuro Linguistic Programming (NLP) is a collection of techniques that can help to identify how people think, how they communicate and how they behave. In other words, NLP can be used to detect patterns in people’s behaviour [1]. Meta programmes are a vital factor in NLP. Brian [2] explained that meta programmes are cognitive strategies that a person runs all the time, and they are different ways in which a person can sort information. Further, Davis [3] stated that meta programmes are habitual ways of inputting, sorting and filtering the information found in the world around us. In other words, they are our thinking styles or typical strategies and patterns. According to Ellerton [4], meta programmes can have a major influence on behaviours as well as how people communicate with others. As a result, this leads to significant differences in behaviour from one person to another.

In the early stage of NLP development, meta programmes emerged when Handler and Bandler collaborated together [5]. They discovered that people use different strategies for doing different things [6]. For instance, people use different strategies when making decisions. As a result, they presented the initial list of NLP meta programmes including 60 different patterns [4]. Many of these meta programmes have been combined together by subsequent researchers to form a much smaller and more useful set [4].

First, Cameron codified the initial list of meta programmes for therapeutic use [3]. Bailey and Stewart developed these for use in business [7], and Bailey created a profiling instrument named “LAB profile” which stands for the language and behavior profile [8]. Bailey also reduced the
First, Cameron codified the initial list of meta programmes for therapeutic use [3]. Bailey and Stewart developed these for use in business [7], and Bailey created a profiling instrument named “LAB profile” which stands for the language and behavior profile [8]. Bailey also reduced the number of patterns from 60 to 14 in order to make detecting and using these patterns simpler [8]. Following this, Woodsmall developed meta programmes for use in business and therapy and integrated this with the Myers–Briggs Personality Inventory [5]. The results were published in a book named “Time Line Therapy and The Basis of Personality” in 1988. He reduced the number of patterns again and made a smaller set of meta programmes, which includes only four basic and key meta programmes, key meta programmes. These four basic meta programmes, also known as the Myers–Briggs Type Indicator® (MBTI), describe the preferences of an individual in four dimensions and these basic dimensions combine into one of 16 different personality types [9]. These four dimensions or basic meta programmes are Extroversion–Introversion (E–I), Sensation–Intuition (S–N), Thinking–Feeling (T–F), and Judgment–Perception (J–P).

Each dimension represents two types of personalities. Figure 1 shows a key of the eight personality types used in the Myers–Briggs Type Indicator. Figure 2 shows these 16 personality types that result from the interactions among the preferences of an individual.

As discussed above, the preferences of an individual are categorised into four dimensions, and different combinations of these dimensions categorise an individual into one of 16 different personality types used in the Myers–Briggs Type Indicator. Each dimension represents two types of personalities. For example, Extroversion (E) represents an individual who enjoys social interaction and prefers to engage in activities that involve external stimuli, while Introversion (I) represents an individual who prefers to spend time alone or in small groups, and enjoys internal stimulation.

1.1. Personality Types

Personality is derived from the Latin word *persona*, which means describing the behaviour or character of an individual [11]. It has been said that the meaning of personality is reflected in the very nature of the individual's personality that can be distinguished from other people [12]. According to James, personality is the dynamic organisation of the individual's psychological systems that determine his characteristic behaviour and thought. This system determines the unique way in which an individual adapts to the environment [14].

As discussed above, the preferences of an individual are categorised into four dimensions, and different combinations of these dimensions categorise an individual into one of 16 different personality types used in the Myers–Briggs Type Indicator.
As a result, the Myers–Briggs Type Indicator® (MBTI) has been used in this study in order to predict the personality type of individuals. The most popular meta programmes and personality types will also be identified, and the current organisational culture and task allocation can be modified based on this information. Each key word in Figure 2 represents a specific personality type and Figure 3 describes the cognitive functions of each MBTI personality type. The background colour of each type represents its dominant function and the colour of the text represents its auxiliary function.

Figure 2. Personality types in the Myers–Briggs Type Indicator® [10].

Figure 3. The cognitive functions of each personality type [15].
1.2. Background of Automating Personality Type Prediction

There is significant growing interest in automated personality prediction using social media among researchers in both the Natural Language Processing and Social Science fields [16]. So far, the application of traditional personality tests has mostly been limited to clinical psychology, counselling and human resource management. However, automated personality prediction from social media has a wider application, such as social media marketing or dating applications and websites [17].

Most studies on personality prediction have focused on the Big Five or MBTI personality models, which are the two most used personality models in the world. Soto [18] explained that “a personality trait is a characteristic pattern of thinking, feeling, or behaving that tends to be consistent over time and across relevant situations.” Based on this explanation, The Big Five personality model can be defined as a set of five broad trait dimensions, namely, (1) extroversion, (2) agreeableness, (3) conscientiousness, (4) neuroticism and (5) openness [18]. In fact, the Big Five personality model uses descriptors of common language and suggests five broad dimensions commonly used to describe the human personality [19]. On the other hand, the Myers–Briggs Type Indicator® classifies personality types in 16 ways via four dimensions, namely, (1) introversion/extroversion, (2) sensing/intuition, (3) thinking/feeling and (4) judging/perceiving [20]. Research proposes that considering controversy about the reliability and validity of these two models, the MBTI model has more applications, especially in industry and for self-discovery of personality types [21].

Research on personality type prediction from textual data is scarce. However, important steps have been taken in this endeavour through machine learning. Classic machine learning techniques and neural networks have been used successfully for predicting MBTI personality types. One of the earliest studies on personality prediction using machine learning techniques was by Golbeck et al. [22]. They could accurately predict a user’s personality type based on MBTI personality type indicator and by considering the information presented on their Twitter. In another study, Komisin and Guinn [23] used the Naïve Bayes and Support Vector Machine (SVM) techniques to predict an individual’s personality type based on their word choice. Their database was built based on in-class writing samples that were taken from 40 graduate students along with their MBTI personality type. They compared the performance of these two techniques and discovered that the Naïve Bayes technique performs better than SVM on their small dataset. Two years later, Wan et al. [24] used a machine learning method to predict the Big Five personality type of users through their texts in Weibo, a Chinese social network, and they were able to successfully predict the personality type of the users. Li, Wan and Wang [25] used the grey prediction model, the multiple regression model and the multi-tasking model to predict the user personality type based on the Big Five model and their text samples. They compared the performance of these three models and found that the grey prediction model performs better than the two other models. In another study, Tandera et al. [26] used the Big Five personality model and some deep learning architecture to predict a person’s personality based on the user’s information on their Facebook. They compared the performance of their method with other previous studies that used classical machine learning methods and the results showed that their model successfully outperformed the accuracy of previous similar studies. Furthermore, in another study, Hernandez and Knight [27] used various types of recurrent neural networks (RNNs) such as simple RNN, gated recurrent unit (GRU) which is gating mechanism in recurrent neural networks, long short-term memory (LSTM) which is an artificial recurrent neural network architecture used in the field of deep learning, and Bidirectional LSTM to build a classifier capable of predicting people’s MBTI personality type based on text samples from their social media posts. The Myers–Briggs Personality Type Dataset from Kaggle was used in their research. They compared the results and found that LSTM gave the best results. Recent research by Cui and Qi [28] used Baseline, Logistic Regression, Naïve Bayes, and SVM to predict an individual’s MBTI personality type from one of their social media posts. They compared the results of all these methods and found that SVM performed better. They used the same database used in previous research, the Myers–Briggs Personality Type Dataset from Kaggle. Table 1 shows the studies and personality models used.
Table 1. Research on personality type prediction and personality models used.

<table>
<thead>
<tr>
<th>Study</th>
<th>Personality Model</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Champa and Anandakumar (2010)</td>
<td>MBTI Network</td>
<td>Artificial Neural</td>
</tr>
<tr>
<td>Golbeck and et al. (2011)</td>
<td>MBTI Algorithms</td>
<td>Regression</td>
</tr>
<tr>
<td>Komisin and Guinn (2012)</td>
<td>MBTI Bayes and SVM</td>
<td>Naïve</td>
</tr>
<tr>
<td>Wan and et al. (2014)</td>
<td>Big Five Naïve Bayes</td>
<td>Logistic Regression</td>
</tr>
<tr>
<td>Li, Wan and Wang (2017)</td>
<td>Big Five Learning</td>
<td>Multiple Regression and Multi-Task</td>
</tr>
<tr>
<td>Tandera and et al. (2017)</td>
<td>Big Five Architecture</td>
<td>Deep Learning</td>
</tr>
<tr>
<td>Hernandez and Knight (2017)</td>
<td>MBTI Networks</td>
<td>Recurrent Neural</td>
</tr>
<tr>
<td>Cui and Qi (2017)</td>
<td>MBTI Learning</td>
<td>Baseline, Naïve Bayes, SVM and Deep</td>
</tr>
</tbody>
</table>

In this study, it was found that classification techniques such as logistic regression, Naïve Bayes, Random forest, K Nearest Neighbour (KNN), Linear Discriminant Analysis (LDA) and Support Vector Machine (SVM) have all been used for personality type prediction based on the MBTI or Big Five personality type models. According to the literature, the MBTI model has been more popular among researchers and, considering controversy about reliability and validity of these two models, the MBTI model has more applications in different disciplines [21]. That is why the MBTI personality model was used in this study. It was also noted that some powerful machine learning techniques such as Gradient Boosting were not implemented in this field. Gradient Boosting is a machine learning technique that has achieved considerable success in a wide range of practical applications because it is highly customisable to the particular needs of the application. Freund and Schapire [29] explained that Boosting is a method based on creating a very accurate prediction rule through combining rough inaccurate rules of thumb, which refer to principles with broad application that are not intended to be strictly accurate or reliable for every situation. Accordingly, Extreme Gradient Boosting, which is a boosted tree algorithm and follows the principle of Gradient Boosting [30], shows better performance due to the use of more regularised model formalisation in order to control over-fitting [31]. Due to the nature of personality prediction and required classification for MTI personality types and the way that Extreme Gradient Boosting can address classification tasks, we were convinced that this machine learning technique would be effective in this field. As a result, Extreme Gradient Boosting method was implemented in this study. The idea and theory behind this classification technique will be explained in the following section.

1.3. Extreme Gradient Boosting

Boosting is a method based on creating a very accurate prediction rule through combining rough inaccurate rules of thumb [29]. In this process, a sequence of weak learners is fitted onto modified data and predictions from all of them are combined through a weighted majority vote. This will help to produce the final prediction. Each step may contain some samples that were misclassified in the previous iteration. As a result, data modification is necessary at each step and includes assigning higher weights to the training samples that were misclassified. Samples that are difficult to predict during the iterations progress will receive increasing influence and this will force the weak learner to focus on the samples that are missed by its ancestor.

In Gradient Boosting, new models will be fitted during the learning process to provide a more accurate estimation of the response variable [32]. Extreme Gradient Boosting is a boosted tree algorithm that follows the principle of Gradient Boosting [30]. It is able to perform better due to using a more regularised model formalisation in order to control over-fitting [31]. In Gradient Boosting, the optimization problem is divided into two parts. In the first step, the direction of the step is...
determined and then the step length is optimized. In Extreme Gradient Boosting, the step is determined directly by trying to solve Equation (1) for each x in the dataset.

\[
\frac{\partial L(y, f^{(m-1)}(x) + f_m(x))}{\partial f_m(x)} = 0
\]  

(1)

Equation (2) is achieved by performing the second-order Taylor expansion of the loss function around the current estimate \( f^{(m-1)}(x) \).

\[
L(y, f^{(m-1)}(x) + f_m(x)) \approx L(y, f^{(m-1)}(x)) + g_m(x)f_m(x) + \frac{1}{2}h_m(x)f_m(x)^2
\]  

(2)

\( g_m(x) \) in Equation (2) is the gradient and \( h_m(x) \) is the second-order derivative, which is explained in Equation (3).

\[
h_m(x) = \frac{\partial^2 L(Y, f(x))}{\partial f(x)^2}
\]  

(3)

Note that \( f(x) = f^{(m-1)}(x) \). Equation (4) is the loss function.

\[
L(f_m) \propto \sum_{i=1}^{n} \left[ g_m(x_i)f_m(x_i) + \frac{1}{2}h_m(x_i)f_m(x_i)^2 \right] + \text{const}
\]

\[
\propto \sum_{j=1}^{T_m} \sum_{i \in R_{jm}} \left[ g_m(x_i)w_{jm} + \frac{1}{2}h_m(x_i)w_{jm}^2 \right]
\]  

(4)

\( g_m \) in Equation (4) represents the sum of the gradient in region \( j \) and \( h_m \) is the sum of the second-order derivative in region \( j \). This equation is used to determine Equation (5).

\[
L(f_m) \propto \sum_{j=1}^{T_m} \left[ G_{jm}w_{jm} + \frac{1}{2}H_{jm}w_{jm}^2 \right]
\]  

(5)

With the fixed learned structure, it is straightforward to determine the optimal weight for each region, as shown in Equation (6).

\[
w_{jm} = \frac{G_{jm}}{H_{jm}}, j = 1, \ldots, T_m
\]  

(6)

Equation (7) will be achieved by plugging Equation (6) back to the loss function.

\[
L(f_m) \propto -\frac{1}{2} \sum_{j=1}^{T_m} \frac{G_{jm}^2}{H_{jm}}
\]  

(7)

Equation (7) is the structure score for a tree. The smaller the score is, the better the structure is. In order to make each split, the proxy gain is defined as Equation (8).

\[
Gain = \frac{1}{2} \left[ \frac{G_{jmL}^2}{H_{jmL}} + \frac{G_{jmR}^2}{H_{jmR}} - \frac{G_{jm}^2}{H_{jm}} \right]
\]

\[
= \frac{1}{2} \left[ \frac{G_{jmL}^2}{H_{jmL}} + \frac{G_{jmR}^2}{H_{jmR}} - \left( \frac{G_{jmL} + G_{jmR}}{H_{jmL} + H_{jmR}} \right)^2 \right]
\]  

(8)
It can be seen in Equation (8) that all deductions do not take regularization into consideration. In order to improve generalization performance, Extreme Gradient Boosting provides variety of regularization. As a result, the loss function can be rewritten as Equation (9).

\[
L(f_m) \propto \sum_{j=1}^{T_m} \left[ G_{jm}w_{jm} + \frac{1}{2}H_{jm}w_{jm}^2 \right] + \gamma T_m + \frac{1}{2} \lambda \sum_{j=1}^{T_m} w_{jm}^2 + \alpha \sum_{j=1}^{T_m} |w_{jm}|
\]

\[
= \sum_{j=1}^{T_m} \left[ G_{jm}w_{jm} + \frac{1}{2} \left( H_{jm} + \lambda \right)w_{jm}^2 + \alpha |w_{jm}| \right] + \gamma T_m
\]

(9)

\(\gamma\) in Equation (9) is the penalization term on the number of terminal nodes. For \(L_1\) and \(L_2\) regularization, \(\alpha\) and \(\lambda\) will be used respectively. The optimal weight for each region is calculated in Equation (10).

\[
w_{jm} = \begin{cases} 
\frac{G_{jm} + \alpha}{H_{jm} + \lambda} & G_{jm} < -\alpha \\
\frac{G_{jm} - \alpha}{H_{jm} + \lambda} & G_{jm} > \alpha \\
0 & \text{else}
\end{cases}
\]

(10)

The gain of each split will be defined accordingly in Equation (11).

\[
Gain = \frac{1}{2} \left[ \frac{T_a(G_{jml}^2)}{H_{jml} + \lambda} + \frac{T_a(G_{jmR}^2)}{H_{jmR} + \lambda} - \frac{T_a(G_{jmL}^2)}{H_{jmL} + \lambda} \right] - \gamma
\]

(11)

2. Methodology for Automating Personality Type Prediction

2.1. Development Tools

The natural language processing toolkit (NLTK) and XGBoost which is an optimised distributed Gradient Boosting library in Python, were used for the development process. NLTK is a powerful natural language processing toolkit for developing Python programmes to work with human language data. Moreover, XGBoost can be used to implement machine learning algorithms under the Gradient Boosting framework. Pandas, numpy, re, seaborn, matplotlib and sklearn are other Python libraries that were used.

2.2. Dataset for Training the Model

The publicly available Myers–Briggs personality type dataset from Kaggle, containing 8675 rows of data, was used in this research. In this dataset, each row consists of two columns. The first column is for the MBTI personality type of a given person, and the second column includes fifty posts obtained from the individual’s social media. Each post has been separated by three pipe characters [33]. This data has been collected from the users of an online forum, where in the first step, users take a questionnaire that recognises their MBTI type; and in the second step, communicate with other users [27].

2.3. Proportionality in Dataset

In this step, seaborn which is a Python data visualisation library and matplotlib which is a Python 2D plotting library were used for data preview and to determine the distribution of the MBTI personality types in the dataset. Figure 4 shows the number of occurrences for each MBTI personality type in the dataset.
2.3. Proportionality in Dataset

In this step, seaborn which is a Python data visualisation library and matplotlib which is a Python 2D plotting library were used for data preview and to determine the distribution of the MBTI personality types in the dataset. Figure 4 shows the number of occurrences for each MBTI personality type in the dataset.

Similarly, Figure 5 shows the percentage of occurrence for each MBTI personality type in the dataset.

Figures 4 and 5 show a non-uniform representation of MBTI types in the dataset that is not commensurate with the actual proportions of MBTI types in the general population shown in Table 2. As a result, it was clear that some cleaning in the dataset would be necessary in order to improve the accuracy of the proportional representation of each MBTI type. Pre-processing the dataset will be explained in Section 2.5.

Table 2. Personality type distribution in the general population [34].

<table>
<thead>
<tr>
<th>Personality Type</th>
<th>Frequency in Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENFP</td>
<td>21.3%</td>
</tr>
<tr>
<td>ISFP</td>
<td>16.9%</td>
</tr>
<tr>
<td>ISTP</td>
<td>12.6%</td>
</tr>
<tr>
<td>INFP</td>
<td>12.6%</td>
</tr>
<tr>
<td>ESTP</td>
<td>11.9%</td>
</tr>
<tr>
<td>INTJ</td>
<td>11.9%</td>
</tr>
<tr>
<td>ESFP</td>
<td>10.3%</td>
</tr>
<tr>
<td>ENFJ</td>
<td>7.9%</td>
</tr>
<tr>
<td>ISFJ</td>
<td>7.7%</td>
</tr>
<tr>
<td>ENTP</td>
<td>7.7%</td>
</tr>
<tr>
<td>ESTJ</td>
<td>7.7%</td>
</tr>
<tr>
<td>INTP</td>
<td>6.5%</td>
</tr>
<tr>
<td>INTJ</td>
<td>6.5%</td>
</tr>
<tr>
<td>ENFP</td>
<td>5.4%</td>
</tr>
<tr>
<td>INFP</td>
<td>5.4%</td>
</tr>
<tr>
<td>INTJ</td>
<td>5.4%</td>
</tr>
<tr>
<td>ENFJ</td>
<td>5.4%</td>
</tr>
<tr>
<td>ESFP</td>
<td>4.4%</td>
</tr>
<tr>
<td>ENTP</td>
<td>4.4%</td>
</tr>
<tr>
<td>ISFJ</td>
<td>4.4%</td>
</tr>
<tr>
<td>ISFP</td>
<td>4.4%</td>
</tr>
<tr>
<td>ESTP</td>
<td>4.3%</td>
</tr>
<tr>
<td>INTP</td>
<td>3.3%</td>
</tr>
<tr>
<td>ENFP</td>
<td>3.3%</td>
</tr>
<tr>
<td>ENTP</td>
<td>3.2%</td>
</tr>
<tr>
<td>ENFJ</td>
<td>2.5%</td>
</tr>
<tr>
<td>INTJ</td>
<td>2.1%</td>
</tr>
</tbody>
</table>
Table 2. Cont.

<table>
<thead>
<tr>
<th>Personality Type</th>
<th>Frequency in Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>INFP</td>
<td>4.4%</td>
</tr>
<tr>
<td>ESTP</td>
<td>4.3%</td>
</tr>
<tr>
<td>INTP</td>
<td>3.3%</td>
</tr>
<tr>
<td>ENTP</td>
<td>3.2%</td>
</tr>
<tr>
<td>ENFJ</td>
<td>2.5%</td>
</tr>
<tr>
<td>INTJ</td>
<td>2.1%</td>
</tr>
<tr>
<td>ENTJ</td>
<td>1.8%</td>
</tr>
<tr>
<td>INFJ</td>
<td>1.5%</td>
</tr>
</tbody>
</table>

2.4. Categorizing the Type Indicators in Four Dimensions

Four different categories were created for the type indicators in order to understand the distribution of types indicators in the dataset. The first category was for Introversion (I)/Extroversion (E), the second category was for Intuition (N)/Sensing (S), the third was for Thinking (T)/Feeling (F) and the fourth category was for Judging (J)/Perceiving (P). As a result, for each category, one letter will return and at the end there will be four letters that represent one of the 16 personality types in the MBTI. For instance, if the first category is returning I, the second category is returning N, the third category is returning T and the fourth category is returning J, the relevant personality type would be INTJ. Table 3 and Figure 6 show the distribution across type indicators.

Table 3. Distribution across type indicators.

<table>
<thead>
<tr>
<th>Type Indicator</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Introversion (I)</td>
<td>1999</td>
</tr>
<tr>
<td>Extroversion (E)</td>
<td>6676</td>
</tr>
<tr>
<td>Intuition (N)</td>
<td>1197</td>
</tr>
<tr>
<td>Sensing (S)</td>
<td>7478</td>
</tr>
<tr>
<td>Thinking (T)</td>
<td>4694</td>
</tr>
<tr>
<td>Feeling (F)</td>
<td>3981</td>
</tr>
<tr>
<td>Judging (J)</td>
<td>5241</td>
</tr>
<tr>
<td>Perceiving (P)</td>
<td>3434</td>
</tr>
</tbody>
</table>

According to Table 3 and Figure 6, for the first category of Introversion (I)/Extroversion (E), the distribution of Extroversion (E) is much greater than Introversion (I). Similarly, for the second category which is Intuition (N)/Sensing (S), the distribution of Sensing (S) is much higher than Intuition (N). Figure 6 and Table 3 also show that for the third category which is Thinking (T)/Feeling (F), the distribution of Thinking (T) is slightly more than Feeling (F). Finally, for the fourth category which is Judging (J)/Perceiving (P), the distribution of Judging (J) is greater than Perceiving (P).

The Pearson correlation coefficient can measure the strength between variables and relationships. Each random variable ($X_i$) in a correlation matrix is correlated with each of the other values in the table ($X_j$) and this can help to understand which pairs have the highest correlation. In order to understand how significant the relationship is between two variables, the coefficient value must be found, which can range between −1.00 and 1.00. Figure 7 shows the correlation efficient between personality type identifiers.
Sensing (S), the distribution category of Sensing (S) is much higher than the second category which is Judging (J). The relationship values in the order to one must be found between personality type identifiers. For instance, if the first category is returning Intuition (N)/(F), the distribution category with which is Judging (J) can range between −1.00 and 1.00. Figure 7 shows the correlation efficient between personality type identifiers.

As discussed earlier, data in this dataset was collected from an Internet forum and after analysing the content of the dataset, it was clear that some word removal is necessary. Non-uniform representation of MBTI types in the dataset that is not commensurate with the actual proportions of MBTI types in the general population was the most important reason for this. It was determined that this is because the MBTI types from the dataset were repeated too many times in the posts. This may also affect the accuracy of the model. Therefore, non-uniform representation which is Thinking (T)/Feeling (F) may be used for the MBTI types from the dataset.

In addition, NLTK was used to remove all urls and stop words from the dataset. After this step, the distribution of MBTI personality types in the dataset was determined again. Now finding that representation of MBTI types in the dataset is commensurate with the actual proportions of MBTI types in the general population. In addition, all urls and stop words were removed from the dataset. Finally, in order to make the dataset more meaningful, the text was lemmatised, i.e., inflected forms of the words were transformed into their root words.

2.5. Pre-Processing the Dataset

As discussed earlier, data in this dataset was collected from an Internet forum and after analysing the content of the dataset, it was clear that some word removal is necessary. Non-uniform representation of MBTI types in the dataset that is not commensurate with the actual proportions of MBTI types in the general population was the most important reason for this. It was determined that this is because the MBTI types in the general population was the most important reason for this. It was determined that data was collected from an Internet forum created for discussion about personality type and MBTI this is because the data was collected from an Internet forum created for discussion about personality type and MBTI. As a result, NLTK was used to remove the MBTI types from the dataset. After this step, the distribution of MBTI personality types in the dataset was determined again. Now finding that representation of MBTI types in the dataset is commensurate with the actual proportions of MBTI types in the general population. In addition, all urls and stop words were removed from the dataset. Finally, in order to make the dataset more meaningful, the text was lemmatised, i.e., inflected forms of the words were transformed into their root words.

2.6. Vectorise with Count and Term Frequency–Inverse Document Frequency (TF-IDF)

<table>
<thead>
<tr>
<th>Type</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intuition (N)</td>
<td>1197</td>
</tr>
<tr>
<td>Sensing (S)</td>
<td>7478</td>
</tr>
<tr>
<td>Thinking (T)</td>
<td>4694</td>
</tr>
<tr>
<td>Feeling (F)</td>
<td>3981</td>
</tr>
<tr>
<td>Judging (J)</td>
<td>5241</td>
</tr>
<tr>
<td>Perceiving (P)</td>
<td>3434</td>
</tr>
</tbody>
</table>
population. In addition, all urls and stop words were removed from the dataset. Finally, in order to make the dataset more meaningful, the text was lemmatised, i.e., inflected forms of the words were transformed into their root words.

2.6. Vectorise with Count and Term Frequency–Inverse Document Frequency (TF–IDF)

Sklearn library was used to recognize the words appearing in 10% to 70% of the posts. In the first step, posts were placed into a matrix of token counts. In the next step, the model learns the vocabulary dictionary and returns a term-document matrix. The count matrix then transforms into a normalised TF–IDF representation which can be used for the Gradient Boosting model. Finally, 791 words appear in 10% to 70% of the posts.

2.7. Classification Task

In machine learning, there are two different types of classification. In the first type, based on a set of observations, the aim is to establish the existence of classes or clusters in the data. In the second type, a certain number of classes may exist, and the aim is to establish a rule or a set of rules to classify a new observation into one of the existing classes [31]. The first type is known as Unsupervised Learning and the second type as Supervised Learning [35].

The classification task was divided into 16 classes and further into four binary classification tasks, since each MBTI type is made of four binary classes. Each one of these binary classes represents an aspect of personality according to the MBTI personality model. As a result, four different binary classifiers were trained, whereby each one specializes in one of the aspects of personality. Thus, in this step, a model for each type indicator was built individually. Term Frequency–Inverse Document Frequency (TF–IDF) was performed and MBTI type indicators were binarised. Variable X was used for posts in TF–IDF representation and variable Y was used for the binarised MBTI type indicator.

2.8. Developing Gradient Boosting Model for the Dataset

Numpy, XGBoost and sklearn were used in this step to create the Gradient Boosting Model. MBTI type indicators were trained individually, and the data was then split into training and testing datasets using the train_test_split() function from sklearn library. In total, 70% of the data was used as the training set and 30% of the data was used as the test set. The model was fit onto the training data and the predictions were made for the testing data. After this step, the performance of the XGBoost model on the testing dataset during training was evaluated and early stopping was monitored. The result of this evaluation is presented in Section 3. Following this step, the learning rate in XGBoost should be set to 0.1 or lower, and the addition of more trees will be required for smaller values. Moreover, the depth of trees should be configured in the range of 2 to 8, as there is not much benefit seen with the deeper trees. Furthermore, row sampling should be configured in the range of 30% to 80% of the training dataset. Thus, tree_depth in the created XGBoost was configured and parameters for XGBoost were setup as follow:

\[
\begin{align*}
n_{\text{estimators}} &= 200 \\
\text{max_depth} &= 2 \\
n\text{thread} &= 8 \\
\text{learning_rate} &= 0.2
\end{align*}
\]

MBTI type indicators were trained individually and then the data was split into training and testing datasets. The model was fit onto the training data and the predictions were made for the testing data. In this step, the performance of the XGBoost model on the testing dataset was evaluated again and the result is presented in Section 3.

The scikit-learn library enables searching combinations of parameters and this capability was used in order to discover the optimal way to configure the model for achieving top performance. This is called Hyperparameter tuning in the XGBoost model. As a result, parameters including (1) the number
and size of trees, (2) the learning rate and number of trees, and (3) the row and column subsampling rates are the parameters to consider when tuning.

3. Results and Discussion

Evaluating the Accuracy of the XGBoost Model

As explained in Section 2.8, after creating the Gradient Boosting Model, MBTI type indicators were trained individually, and the data was split into training and testing datasets. The model was fit onto the training data and predictions were made for the testing data. Then predictions were evaluated.

After configuring the tree_depth in the created XGBoost model, predictions were evaluated again. According to Table 4, after configuration, the performance of the model and the accuracy was slightly improved in the Introversion (I)–Extroversion (E) category and considerably improved in the Feeling (F)–Thinking (T) category. The accuracy in Intuition (I)–Sensing (S) and Judging (J)–Perceiving (P) categories, however, was slightly worse.

Table 4. Comparison of accuracy prediction before and after configuration.

<table>
<thead>
<tr>
<th>Binary Class</th>
<th>MBTI Personality Type</th>
<th>Accuracy after Configuration</th>
<th>Accuracy before Configuration</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE 0.84</td>
<td>Introversion (I)–Extroversion (E)</td>
<td>79.01%</td>
<td>78.17%</td>
<td></td>
</tr>
<tr>
<td>NS 0.1</td>
<td>Intuition (I)–Sensing (S)</td>
<td>85.96%</td>
<td>86.06%</td>
<td>-</td>
</tr>
<tr>
<td>FT 2.41</td>
<td>Feeling (F)–Thinking (T)</td>
<td>74.19%</td>
<td>71.78%</td>
<td></td>
</tr>
<tr>
<td>JP 0.28</td>
<td>Judging (J)–Perceiving (P)</td>
<td>65.42%</td>
<td>65.70%</td>
<td>-</td>
</tr>
</tbody>
</table>

Other existing methods which used the same dataset were discussed in Section 1.3. As a result, the accuracy of prediction after configuration was compared to the latest and most successful existing method. This method was introduced by Hernandez and Knight [27] in 2017. The same dataset was used in their research and the pre-processing step was exactly the same as this research. Hence, the comparison between their method and the presented method in this research was on the same data. They used various types of recurrent neural networks (RNNs) such as simple RNN, GRU, LSTM, and Bidirectional LSTM to build their classifier. For evaluation, they used two different methods, which were (1) a post classification methodology and (2) a user classification methodology. For post classification, they pre-processed the test set and predicted the class for every individual post. They then produced an accuracy score and confusion matrix for every MBTI dimension. On the other hand, in order to classify users, they needed to find a way of tuning the class predictions of individual posts all authored by an individual into a prediction for the class of the author. As a result, they took the mean of the class probability predictions for all of the posts in a user’s corpus and rounded either to 0 or 1.

The accuracy of the recurrent neural network model using user the classification methodology was better than the recurrent neural network model using the post classification methodology. Thus, the accuracy of Extreme Gradient Boosting was compared to their recurrent neural network classifier using the user classification methodology. In fact, the same strategy for evaluating the results was used in this research, as we wanted to compare the performance of the models in a same way. Table 5 shows the results of this comparison.

Table 5 shows that the Extreme Gradient Boosting classifier in three dimensions of MBTI personality types has a greater degree of accuracy than the recurrent neural network. Regarding the Intuition (I)–Sensing (S) and Introversion (I)–Extroversion (E) categories, the accuracy of the Extreme Gradient Boosting is significantly greater than the recurrent neural network; and for the Judging (J)–Perceiving (P) category, the accuracy is slightly better. However, the accuracy of the recurrent neural network for Feeling (F)–Thinking (T) is considerably better than the Extreme Gradient Boosting classifier. Thus,
the overall performance of the Extreme Gradient Boosting classifier is better than the recurrent neural network for this dataset.

Table 5. Comparison of accuracy of the Extreme Gradient Boosting model and the recurrent neural network model.

<table>
<thead>
<tr>
<th>Binary Class</th>
<th>MBTI Personality Type</th>
<th>Accuracy of Extreme Gradient Boosting</th>
<th>Accuracy of Recurrent Neural Network</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE 10.75%</td>
<td>Introversion (I)–Extroversion (E)</td>
<td>78.17%</td>
<td>67.6%</td>
<td></td>
</tr>
<tr>
<td>NS 24.06%</td>
<td>Intuition (I)–Sensing (S)</td>
<td>86.06%</td>
<td>62%</td>
<td></td>
</tr>
<tr>
<td>FT 6.02%</td>
<td>Feeling (F)–Thinking (T)</td>
<td>71.78%</td>
<td>77.8%</td>
<td></td>
</tr>
<tr>
<td>JP 2.0%</td>
<td>Judging (J)–Perceiving (P)</td>
<td>65.70%</td>
<td>63.70%</td>
<td>-</td>
</tr>
</tbody>
</table>

4. Conclusions

This research has developed a new machine learning method for automating the process of meta programme detection and personality type prediction based on MBTI personality type indicator. The natural language processing toolkit (NLTK) and XGBoost, which is an optimized distributed Gradient Boosting library in Python for implementing machine learning algorithms under the Gradient Boosting framework, were used for development process. Moreover, Pandas, Numpy, re, Seaborn, Matplotlib and Sklearn were other Python libraries that were used. The accuracy of the XGBoost model was evaluated and the performance was compared to the latest and most successful existing method which used the same dataset. The results show that the methodology presented in this research has better accuracy and reliability in comparison to other existing methods. Regarding the knowledge contribution in this paper, the presented methodology significantly improved the accuracy of recognising the Intuition (I)–Sensing (S) and Introversion (I)–Extroversion (E) personality categories, as well as slightly better accuracy for the Judging (J)–Perceiving (P) personality category. This can effectively assist NLP practitioners and psychologists in regards to identification of personality types and associated cognitive processes.
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