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Abstract
Self‐reflection practice in coaching can help with time management by promoting self‐
awareness. Through this process, a coach can identify habits, tendencies and behav-
iours that may be causing distraction or make them less productive. This insight can be
used to make changes in behaviour and establish new habits that promote effective use of
time. This can also help the coach to prioritise goals and create a clear roadmap. An AI
powered system has been proposed that maps the conversion onto topics and relations
that could help the coach with note‐taking and progress identification throughout the
session. This system enables the coach to actively self‐reflect on time management and
make sure the conversation follows the target framework. This will help the coach to
better understand the goal setting, breakthrough moment, and client accountability. The
proposed end‐to‐end system is capable of identifying coaching segments (Goal, Option,
Reality, and Way forward) across a session with 85% accuracy. Experimental evaluation
has also been conducted on the coaching dataset which includes over 1k one‐to‐one
English coaching sessions. In regards to the novelty, there are no datasets of such nor
study of this kind to enable self‐reflection actively and evaluate in‐session performance of
the coach.
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1 | INTRODUCTION

Coaching, as a tool for helping personal development and
profession, has made a significant impact on the performance
of individuals and organisations [1]. It can be considered as a
mechanism to support an individual's learning, self‐awareness,
behavioural change, wellness, growth, and career management
[2]. It can also be considered as a useful leadership tool in
assisting project managers, as it can help them to tackle the
challenges such as staff motivation, culture development,
project uncertainty, and managing employees effectively [3].

In fact, coaching is a collaborative process that empowers
the clients to tap into their potential and achieve their goals. By
considering the following points and continuously refining

coaching approach, coaches can provide a supportive and
transformative experience for their clients:

� Establish a coaching relationship
� Clarify goals and objectives
� Active listening and powerful questioning
� Cultivate self‐awareness
� Goal setting and action planning
� Support and accountability
� Feedback and reflection
� Continuous learning and development

In regards to how coaching should be delivered effectively,
there are different coaching models which have been used by
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coaches and they are discussed in the following section. In fact,
a coaching model can be considered as a framework for ‘how
to coach’.

1.1 | Coaching models

There are various effective coaching models which can facili-
tate the coaching process through providing a logical structure
for coaching sessions. A coaching model can help to create a
framework for guiding a person through five different steps
including (1) defining a desired goal, (2) understanding the
current situation and where they are, (3) exploring options to
see where they are headed, (4) determining possible obstacles,
and (5) establishing a plan of action [4]. Coaching models are
often known with their associated acronyms such as GROW,
CLEAR, OSKAR, ACHIEVE, PRACTICE, OUTCOMES.
Between all coaching models, the GROW model, which stands
for Goal, Reality, Options, and Will, is generally accepted as the
standard method for coaching [5] and it is one of the most
popular and well used models [6]. Palmer and Whybrow con-
ducted a survey in 2006 to find out what percentage of
coaching psychologists use the GROW model. The results
showed that this model was used by 53.2% of the coaching
psychologists surveyed [7]. The GROW model is very flexible
as you can jump forwards and backwards through its four el-
ements during a session [8]. Figure 1 shows how the GROW
model works.

Many other efficient coaching models have been inspired
by the GROW model and their structure is very similar to the
structure of this model [8]. One of them is the CLEAR
coaching model which has 5 phases including Contracting,
Listening, Exploring, Action, and Review [9]. The main dif-
ference between the GROW model and the CLEAR model is
that the CLEAR model emphasises on the review cycle, while
the GROW model is very much an ‘up front’ model which
focuses on defining a goal and agreeing on how it will be
achieved.

Moreover, some of the coaching models are solution‐
focused which present variations on the GROW model. A
good example is the OSKAR model which has five elements
including Outcome, Scaling, Know‐how, Affirm and action;
and Review [10]. In comparison with the GROW model, this
model focuses on solutions and finding what works rather than
analysing problems and defining a goal to be achieved.

Compared to the previous models, there are also some
models which present more detailed steps. For instance, the
ACHIEVE model suggests seven steps for coaching [11].
These steps include (1) Assess current situation, (2) Creative
brainstorming of alternatives to current situation, (3) Hone
goals, (4) Initiate options, (5) Evaluate options, (6) Valid action
programme design, and (7) Encourage momentum [12]. The
ACHIEVE model builds on the GROW model by adding
more collaboration and conversation during the coaching
process to create a more flexible coaching experience. Another
example is the PRACTICE model which again suggests seven
detailed steps including (1) Problem identification, (2) Realistic,
relevant goals developed, (3) Alternative solutions generated,
(4) Consideration of consequences, (5) Target most feasible
solutions, (6) Implementation of Chosen solutions, and (7)
Evaluation [13]. This model is very collaborative in nature.
Compared to the GROW model which has wider applications,
this model is particularly useful within a business setting where
leaders work with team members to identify their unique
strengths, so that they can use them to overcome challenges.
This model is less effective when problems are outside the
team member's control.

Furthermore, the OUTCOMES model is even more
complex and it has eight detailed steps including (1) Objectives
for the session, (2) Understanding why the coachee wants to
reach the objective, (3) Take stock, (4) Clarify, (5) Option
generation, (6) Motivate to action, (7) Enthuse and encourage,
and (8) Support [14]. This model is more efficient for the
intake phase of coaching as it helps the coach to immediately
get a clear picture of the client's current and desired situation,
including options, obstacles and goals.

Based on this information about the structure of coaching
models, it would be very important and crucial for the coach to
be able to manage different steps and monitor the progress
during a session to make sure that coaching is going forward in
the right direction.

1.2 | Artificial intelligence and coaching

Artificial intelligence has rapidly transformed business and
society in recent years and has brought innovations to all as-
pects of human life [15]. Coaching has not been exempt and
the use of artificial intelligence in coaching has received a lot of
attention among researchers [16]. In fact, self‐help technolo-
gies which can be easily accessed through smart phones to
employ coaching methods, have been challenging our under-
standing of the nature of coaching [17]. Research findings in
this field show that during a conversational coaching process,
an artificial agent can deliver positive outcomes for users [17]F I G U R E 1 The GROW model coaching framework [43].
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and it seems to be capable of effectively guiding clients through
different steps in the coaching process. However, there have
been some challenges and difficulties in identification of the
client's problem and delivering individual feedback [15]. Re-
searchers are confronting intrinsic complexity when they try to
replicate the human coaches' skills [17].

It has been proposed that an intelligent coaching system
should be able to act as an artificial entity which is able to
observe, reason about, learn from, and predict an individual's
behaviours [18]. This should be done over time and in context,
through engaging with the user proactively in a collaborative
conversation to assist planning and to encourage effective goal
striving [18].

It is important to understand that artificial general intelli-
gence (strong AI) is different from artificial narrow intelligence
(narrow AI) and they have different applications. A machine
using strong AI can exhibit consciousness, sentience, and the
learning ability beyond what was initially intended by its de-
velopers and its intelligence can be applied in more than one
specific area [19]. On the other side, narrow AI focuses on
narrow and specific tasks [19]. Expert systems are a form of
narrow AI and they are able to provide solutions to specific
problems in a narrow area [20].

In order to design a system which is able to assist a human
coach and improve productivity, strong AI would be needed.
However, this field of research is in its infancy and we may not
see credible examples of Strong AI in our daily life in the
foreseeable future [21]. As a result, that would be highly un-
likely for an intelligent system to convincingly perform all the
functions that a human coach can perform any time soon and
strong AI doesn't seem to be a possibility for coaching now
[22]. Despite this, narrow AI in the form of expert systems can
provide valuable and considerable options to facilitate the
coaching process.

1.3 | Productivity tools for coach

As a form of narrow AI and expert system, conversational
agents attempt to mimic human experts in a specific narrow
area of expertise [23] and they can respond to users by deciding
on the appropriate response given a user input [24]. Conver-
sational agents usually interact with users via natural language
in different formats such as text, voice, or both [25]. They
typically receive questions and associate them with a knowl-
edge base to offer a response [26]. Conversational agents are
usually driven by scripted rules or AI technologies such as
machine learning, deep learning and Natural Language Pro-
cessing, Generation and Understanding [27]. Recently, the
application of chatbots which are a type of conversational
agents has become popular in the services industry where they
are used to assist with customer queries, advice and fulfilment
of orders [28].

Chatbots have also been used widely in the relevant fields
to coaching such as health, well‐being and therapy [23] and
research has been conducted on the efficacy of chatbots which
have been used to assist people with depression, promotion of

physical activity, eating habits, and neurological disorders
[29, 30]. It has been claimed that chatbots and AI coaching can
provide a wide range of strategies and techniques to assist
individuals achieve their goals for self‐improvement [18, 31]
and can play an important role in supporting behavioural
change [32]. The possibility of anonymous interaction, espe-
cially in the context of sensitive information, is another
advantage of using chatbots in coaching [33] as the client may
feel less shame and be more interested in disclosing informa-
tion [34].

Among all challenges for developing a realistic chatbot and
an efficient AI coach, it seems that difficulty to maintain the
ongoing context of a conversation is one of the most serious
challenges [35]. Pattern‐matching techniques are commonly
used to map input to output in a conversation. However, this
approach can rarely lead to purposeful and satisfying conver-
sations [36]. Moreover, it has been realised that most of the
tools for productivity in coaching are related to managing
the time and tasks, and the main focus is on clients rather than
the coach. According to the literature review conducted in this
research, there has been no tools that allow the coach to self‐
reflect. Furthermore, some of the existing tools help the coach
with the note taking process but a simple note taking without
any analysis cannot be that much useful and efficient.

As a result and in order to fill the knowledge gap, rather
than aiming the client, this study focuses on developing an AI
powered system considering the GROW coaching model, to
facilitate the coaching process and assist the coach through
providing a conversation map and visual summary in a real‐
time conversation between the coach and coachee. This will
help the coach with summarisation, note taking and analysis of
the conversation to identify the topics/subjects that have been
discussed during the session.

In the following section the methodology in terms of
dataset and algorithm will be discussed. Then the results will be
presented and discussed in Section 3. Following this section,
experimental evaluation will be presented and discussed in
Section 4, to show the efficiency of the system. Novelty in this
research will be discussed in Section 5 and finally, Section 6
concludes the paper.

2 | METHODOLOGY

This section comprises 2 main parts, (1) dataset and (2) algo-
rithm. The dataset section describes the processes of data
collection, labelling, and expansion. The algorithm section
describes transcription and diarisation, coach question
anchoring, and real time conversation mapping.

2.1 | Dataset

Our dataset consists of þ1k hours of life and executive
coaching sessions collected from various sources including
publicly available coaching sessions from YouTube and our
coaching platform [37]. The preferred data type for this
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research was audio þ video with HD quality. However, we did
not limit ourselves to multimedia data and considered pro-
cessing audio only data as well. For audio only data, the con-
versation map will be provided in a video format with visual
annotations. Figure 2 shows the distribution of the data used in
this dataset.

Moreover, Table 1 shows the YouTube Data API attributes
described in terms of snippet, statistics, and content details.
Our dataset follows same schema with two enhancements
containing (1) ‘transcription’ which includes transcription in
form of questions and answers labelled separately with GROW
labels and (2) ‘tags’ which includes tagging the video class and
topic.

2.1.1 | Data labelling

The sessions were pre‐processed to categorise the topics dis-
cussed during the session and focus on the main topic. Overall,
approximately 5% of the data were cropped to remove chit‐
chat and catch‐up from previous sessions. We were consid-
erate when applying this process as in few cases catch‐up from
the previous sessions was important for goal setting in the
beginning of the session.

For topic identification across the sessions, thanks to the
emerging of Transformers [38], technologies such as BERT
and sentence BERT are being preferred over topic modelling
techniques (e.g. Doc2Vec, LDA, etc.) by NLP researchers due
to their impressive performance in both classification and
detection. Next, the coach's questions were extracted and

F I G U R E 2 Distribution of data.

T A B L E 1 YouTube Data API attributes.

Attribute Part Description

Title Snippet The title of the video.

Description Snippet A description of the video.

publishedAt Snippet The date and time that the video was
published.

channelId Snippet The id of the channel that uploaded the
video.

channelTitle Snippet The title of the channel that uploaded the
video.

Tags Snippet A list of keywords associated with the
video.

viewCount Statistics The number of times the video has been
viewed.

likeCount Statistics The number of likes the video has
received.

dislikeCount Statistics The number of dislikes the video has
received.

favoriteCount Statistics The number of times the video has been
marked as a favourite.

commentCount Statistics The number of comments on the video.

Duration contentDetails The duration of the video in ISO 8601
format.

Dimension contentDetails The dimension of the video. Valid values:
“2 days”, “3 days”.

Definition contentDetails The definition of the video. Valid values:
“Standard”, “high”.
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labelled for intention classification based on different cate-
gories in the GROW model including (1) goal exploration, (2)
reality exploration, (3) option exploration, and (4) forward
exploration. Table 2 shows examples of coach's questions
provided with labels. These examples were extracted from our
dataset.

2.1.2 | Data expansion

To enrich our questions dataset, intent preserving models [39]
were used to retain the same semantic intent, but develop
different surface forms as shown below. The intent preserving
models normally encode form and meaning of the question as
latent variables which allows changing the question surface
without affecting its meaning. This technique allows us to
apply variation in word choice, syntactic structure, and ques-
tion types while preserving meaning of the coach's question.

By considering this technique our questions dataset was
tripled per category, giving the classifier larger space to explore
and learn from. Table 3 shows examples of paraphrased
questions using intent preserving encoder‐decoder.

After applying paraphrasing and class balancing on the
extracted questions, Figure 3 shows the distribution of the >3k
questions across the dataset based on GROW categories.

Next section explains how the data curated in this section
is used to train transformer based models to classify intent
across coaching sessions.

2.2 | Algorithm

2.2.1 | Transcription and diarisation

The first and foremost step for processing the conversation
data is to convert audio signals to analysable text. For this
purpose, fully customisable open‐source conversational AI
models including automatic speech recognition and NLP
models [40] were fine‐tuned and leveraged to get speech to text
even in presence of accent and noise.

Next, the transcription was diarised using available pre‐
trained models [41, 42] with lowest diarisation error rate on
our dataset (approx. %1.7) to be able to recognise participants
in the session. Further enhancements were applied at this step
to make sure any interrupts are captured during the session.
Enhancements to the transcription and diarisation models are
out of the scope of this work.

Due to the real‐time nature of this work, models were
optimised and quantised using TensortRT SDK [ref] provided
by NVIDIA to be able to achieve millisecond latency when
performing analysis.

2.2.2 | Coach question anchoring

There are various ways for semantically understanding and
analysing flow of a coaching or a therapy session from word
level to phrase or sentence level. In this work, we decided to
anchor a session around the coach's questions and the client's
answers to effectively identify the turns. A coach or therapist
uses good questions as a door‐opener phrase that invites cli-
ents' full disclosure and gradually and carefully challenges their
assumptions, beliefs, and perspectives that may be contrary to
their needs and goals. Question anchoring allows the system to
segmentise the entire session and recognise the progress of the
conversation from the context that is being discussed by the
participants.

To do this, first, coach's questions are identified across the
session. This requires the transcriber and dirization models to
be fine‐tuned properly (as discussed in Section 2.2.1) to

T A B L E 2 Example of every question type provided with labels,
extracted from our coaching dataset.

Coach's question Label

1. “What's been working well for you since the last
session?”

Goal exploration
(G)

2. “What hasn't been working for you lately?”

3. “What do you need most from me today?

4. “I'm wondering what you would love to have happen
by the end of this session?”

5. “What specifically would you like to get out of the
next 30/45/60 min?”

6. “What's the outcome you're looking for from our
session today?”

1. “What has stopped you from doing more/moving
towards your goal?”

Reality
exploration
(R)

2. “In a nutshell, who or what's got in the way?”

3. “What would happen if you did nothing?”

1. “Let's imagine you're really excited about this. What
would you do?”

Option
exploration
(O)

2. “If you were at your best, what would you do right
now?”

3. “What could you do if you knew you couldn't fail?”

1. “Which actions WILL you do?” Forward
exploration
(W)2. “How would you like to be held accountable for

these actions?”

3. “How might you commit to that?”

T A B L E 3 Example of every question paraphrased using intent
preserving encoder‐decoder.

Paraphrased questions

How might you commit to that?

What would be your level of commitment?

How much of your time would you dedicate to it?

How would you commit to that?

Your level of commitment?
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recognise coach's questions from client's questions which are
normally shorter and are of a clarifying nature (e.g. “could you
repeat that again?” and “does it make sense?”).

Next, the coach's questions were analysed based on their
intent. Due to the sophisticated nature of the questions,
including them being compound, an advanced model was
required for intent classification. An attention‐based model,
BERT [43], was exploited for this purpose.

BERT and other Transformer encoder architectures have
been wildly successful on a variety of tasks in NLP. They
compute vector‐space representations of natural language that
are suitable for use in deep learning models. The BERT family
of models uses the Transformer encoder architecture to pro-
cess each token of input text in the full context of all tokens
before and after, hence the name: Bidirectional Encoder
Representations from Transformers. BERT models are usually
pre‐trained on a large corpus of text, then fine‐tuned for
specific tasks.

In this regard, “Bert‐base‐uncased” pre‐trained model was
used for both tokenising the input text and creating vector
embeddings and also as a base model for our fine tuning step.
The original “Bert‐base‐uncased” model was trained on unla-
belled English Wikipedia and BookCorpus with overall 3,300M
words. It has 12 layers of Transformer encoder, 12 attention
heads, 768 hidden size, and 110M parameters. For comparison,
the largest BERTmodel consists of 24 attention layers. GPT‐2
[44] has 12 attention layers and GPT‐3 [45] has 96 attention
layers. Given the API latency of the large language models such

as GPT3 from OpenAI we decided to look into a smaller
expert model whose response time is shorter and can be
deployed locally.

The following summaries why we chose BERT architecture
for this task:

1. Pre‐training Objective: BERT is trained using a masked
language modelling objective, where it learns to predict
missing words within a sentence. This objective helps BERT
to gain a deeper understanding of the context and meaning
of individual words within a sentence, making it well‐suited
for tasks requiring fine‐grained semantic understanding,
such as text classification. In contrast, GPT‐2 is trained using
an autoregressive language modelling objective, focusing on
generating coherent and contextually relevant text, which
makes it more suitable for tasks like text generation.

2. Bidirectional Context: BERT incorporates bidirectional
context by leveraging both left and right contexts during
training. This allows BERT to capture a more compre-
hensive understanding of the relationship between words
within a sentence, enabling it to grasp dependencies and
nuances that exist across the entire input sequence. Such
bidirectional modelling is crucial for accurate text classifi-
cation, where the context and interactions between different
words are essential for making correct predictions. GPT‐2,
on the other hand, only considers the left context during
training, which might limit its ability to capture certain
dependencies effectively.

F I G U R E 3 Distribution of the >3 k questions across the dataset based on GROW categories.
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3. Task‐Specific Fine‐Tuning: BERT's architecture lends itself
well to fine‐tuning on specific tasks, including text classi-
fication. After pre‐training on a large corpus of text, BERT
can be further trained on task‐specific labelled data,
allowing it to adapt to the specific classification objective.
This fine‐tuning process enables BERT to learn task‐
specific patterns and improve performance on text classi-
fication tasks. GPT‐2, while also capable of fine‐tuning,
may not be as optimised for text classification tasks out of
the box.

4. Sentence‐Level Understanding: BERT excels in under-
standing the semantics and relationships between sentences,
which is particularly useful for tasks like sentiment analysis
or document classification, where the context and con-
nections between multiple sentences are important. By
leveraging attention mechanisms and contextual embed-
dings, BERT can capture the nuances of different sentences,
leading to more accurate text classification results. GPT‐2,
being focused on generating text, might not have the same
level of sentence‐level understanding [46].

5. Model Size and Real‐time Performance: BERT typically has
a smaller model size compared to GPT‐2, making it more
suitable for real‐time applications, especially when compu-
tational resources or memory constraints are a concern.
The smaller model size of BERT allows for faster inference
times, which is crucial for scenarios where real‐time pre-
dictions are required. GPT‐2, with its larger model size, may
be more resource‐intensive and might pose challenges for
efficient deployment in real‐time systems.

The structure of our dataset for the training phase was
provided in CSV format:

<ID>,<Question>,<Intent>

With 5 different intents (TOPIC, GOAL, REALITY,
OPTION, and WILL/FORWARD) based on the extended
GROW model discussed in section 1.1.

The maximum length of questions accepted by the model
is 512 tokens. By enabling Truncate, the model is able to
truncate the input tokens and process longer questions when
required.

The output of the model is a vector of size 768 for every
input token. A linear classifier receives this vector and pro-
poses the probability of the input token belonging to one the
five target classes based on which loss is computed per batch
and back propagated in the training process. In this work,
categorical cross entropy was used as our loss function and
AdamW from Pytorch framework was used as our optimiser
with learning rate 1‐e5.

2.2.3 | Real‐time conversation mapping

For the real‐time conversation mapping various optimization
techniques were used (e.g., quantisation) to reduce model
footprint so that 30 milliseconds browser‐to‐browser and

server‐to‐browser is achievable. For web‐to‐web communica-
tions in real‐time WebRTC protocol and the provided open‐
source API was used [47].

To be able to annotate frames with questions and answers
for the coach in real‐time a GPU‐based agent was imple-
mented to run the models in real‐time and annotate the frames
in sequence visible to the coach. For better performance and
enhanced experience two GPUs (AWS V100 T ‐ 16 GB RAM)
one for transcription/diarisation and one for classification and
mapping were used.

Overall, visualisation of our proposed conversation map-
ping system for coaches is adoptable for therapists, mentors,
and teachers in the future.

3 | RESULTS AND DISCUSSION

3.1 | Evaluating the accuracy of the
proposed conversation mapping system

As explained in Section 2.2, a pre‐trained BERT model “Bert‐
base‐uncased” was selected for the task of coach question
intent classification. The dataset described in Section 2.1 was
used for fine‐tuning the classifier. Using the parameters
explained in Section 2.2, the model initially achieved approx.
70% accuracy on the validation set which is 20% of the entire
data. Figure 4 shows the training performance of the model on
this dataset.

Regarding the validation loss increasing during training,
cross‐entropy loss for classification was selected. In this
function bad predictions are penalised much more strongly
than good predictions are rewarded. For instance, no matter if
several sentences are classified correctly, one misclassified
sentence significantly increases the loss.

In binary classification, where the number of classes M
equals 2, cross entropy can be calculated as:

− ðy log logðpÞ þ ð1 − yÞlog logð1 − pÞÞ ð1Þ

If M > 2 (i.e. multiclass classification), we calculate a separate
loss for each class label per observation and sum the result.

−
XM

c¼1
yo;c log log

�
po;c

�
ð2Þ

For training a Tesla GPU of 16 GB RAM was used with 16
batch size and 50 epochs using AdamW optimiser and with
learning rate of 1‐e5. To better understand the performance of
the intent classifier on the validation set, a confusion matrix
was computed across the classes and visualised using a heat-
map in Figure 5.

As indicated in Figure 5, there could be two major seg-
ments in the coaching conversation including (1) Goal and
Reality exploration, and (2) Option and Will exploration,
where the latter is more intuitive because questions corre-
sponding to Reality and Will classes share similar context.
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This is also approved by computing cosine similarity which is
calculated using the Distributed Representations of Sentences
and Documents technique [9]. The average similarity between
these two classes is approx. 0.7 whilst this value is much lower
when comparing GOAL and WILL questions' similarity.
Similar observation is valid for the WILL and OPTION
classes where normally the coach's questions share similar
intent when exploring options or commitment that the client is
willing to take as the next step. As an example consider these
two questions “If you were at your best, what would you do?”
and “What would you like to do as the next step?”. The former
is exploring options and allows the client to propose as many
options as possible whilst the latter is exploring the next step
and looking into a commitment. Note that questions are
abstracted for this discussion. Normally, there is conversation

context carried by every question (e.g. “depending on how your
friend would react to this matter… how do you see yourself
committing to the option you just mentioned?”).

To better distinguish between such questions and be more
effective in identifying the context of the conversation, it
would be possible to consider the client's abstract answers
along with the coach's questions to reduce the confusion be-
tween the classes.

In this regard, another experiment was conducted and we
considered coaches' questions and client's answers to provide
the model extra context to be able to classify the category in a
more effective way. Figure 4b shows the training and validation
profile of the second experiment. As it’s shown in the graph we
managed to achieve 85% accuracy (approx. þ15% higher) on
the validation set which consists of 20% of the entire dataset

F I G U R E 5 Confusion matrix for the classification model for the target classes.

F I G U R E 4 Training and validation performance of the intent classification model.
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by including context. The overall performance of the system
on our audio/video þ1k hours labelled dataset is presented in
Table 4.

Table 4 shows performance of the Question Intent clas-
sification on a different vertical where the session topic is
considered as a variable across the dataset. It is observable that
due to the complexity of the well‐being and life topics,
Question Intent classification model performs poorly
compared to the other two topics. This is mainly because those
topics are more likely to be compound, or answers are being
complicated and normally tend to touch on different areas.
However, topics such as leadership under the Executive cate-
gory, have a more objective nature and it is easier to set a target
for them.

4 | EXPERIMENTAL EVALUATION

4.1 | The first experiment

As an overall report on the performance of the system, several
feedbacks have been collected on 19 sessions performed in
real‐time via the platform, 14 coaches found the application
useful and would use it again. 8 out of 14 found the mapping
‘accurate’, 3 found the mapping ‘not accurate’ and 3 found it
‘can be improved’ Two of the sessions were removed due to
low audio quality. Based on the feedback provided, our plan is
to leverage self‐supervised techniques including reinforcement
learning to enhance both classification and mapping models
over time with more data.

4.2 | The second experiment

This experiment has been designed to test the effectiveness of
our feedback system. In this experiment, 30 coaching students
were recruited with a diverse range of experience and qualifi-
cations. Then, they were divided into two groups including a
control group and an experimental group. The control group
conducted coaching sessions using their usual methods, while
the experimental group conducted coaching sessions using the
system provided. In order to comply with ethics and regula-
tions we avoided using real client data in this experiment.

The students were assigned coaching videos from our
dataset to watch in a 3‐way coaching setting and both groups
were asked to score the session, score the coach's performance,
score the client's performance, and take notes of the session.

Each student was asked to review a minimum of 10 coaching
sessions, each 50 min to an hour.

Accordingly, real‐time feedback was provided to the
experimental group on their coaching sessions, and data on the
clients' progress and satisfaction with the coaching sessions was
collected. The results between the control group and the
experimental group were compared and the data was analysed to
determine the effectiveness of the feedback system provided.

In the first step of our analysis, the length and structure of
the notes were compared. The results show that the experi-
mental group had 42% shorter notes, better structured notes
and more specific notes as they could pay uninterrupted
attention to the conversation flow and gestures. To be able to
compare the notes, Cornell's note‐taking system was used as
ground truth and each note was compared against them. The
group with visual feedback had better understanding of each
segment in the conversation and had better time for struc-
turing their notes.

In the second step of our analysis, the coach performance
scores were compared. In regards to the coach's time man-
agement, the results show that the experimental group were
more confident with their rating by 73%. This indicates that
the provided feedback allowed the students to checkpoint the
conversation easily and rely on the system for more effective
time assessing the session.

4.3 | The third experiment

This experiment was designed to take into account the social
impact of the coaching sessions based on the post‐session
analysis we provide to the coach. The aim was to observe
the correlation between predicted factors in the conversation
and the community feedback. This could be exploited towards
self‐development and improvement over time.

In this experiment we intend to know if there is a signifi-
cant association between the conversation quality predicted
using our proposed system and the number of views, likes and
comments the video has received, aka community feedback.
Therefore, a study was designed to run a chi‐square test on the
data we have collected. Table 5 shows a sample of the data
collected using Youtube API.

Next, we grouped the number of views into 3 major cat-
egories. Table 6 is a contingency table that shows the number
of videos in each category for conversation quality and number
of views.

The expected frequencies for each cell in Table 6 is
computed based on the total number of videos and the row
and column totals, and the results are presented in Table 7.

Expected values computed using the following equation:

ðrow total � column totalÞ
grand total

ð3Þ

Finally the chi‐squared formula was applied to the
observed and the calculated expected values to check the
relation between two variables:

T A B L E 4 The overall performance of the proposed model across the
category vertical in the dataset.

Category Model Performance

Life Question intent classification 78.3%

Work Question intent classification 92.1%

Executive Question intent classification 87.7%

Well being Question intent classification 79%

JELODARI ET AL. - 251

 25177567, 2023, 4, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/ccs2.12087 by Test, W

iley O
nline Library on [16/01/2024]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



x2 ¼
X ðOi − EiÞ2

Ei
ð4Þ

In this equation, x2 is the chi‐squared, Oi is representing the
observed value, and Ei is representing the expected value. In
this experiment, the chi‐square score was 6.1507.

Furthermore, the degree of freedom was computed using
the following equation:

ðnumber of rows − 1Þ � ðnumber of columns − 1Þ ð5Þ

The significance level of 0.05 was 4.605.
The calculated chi‐square statistic (6.1507) was larger than

the critical value (4.605), thus we can reject the null hypothesis
and we can conclude that there is a significant association
between conversation quality and number of views of the
videos.

Our plan is to extend this experiment and take into account
other factors such as video length, and other conversation
features such as speak ratio and cadence to provide more
robust feedback to the coach towards self‐development and

reflection. We also plan to expand our experiments to group
coaching in the future [48].

5 | CONCLUSION

This paper presented a real‐time conversation mapping system
based on the recent advancements in the area of conversational
AI that allows the coach to fully focus on the conversation,
hence maximising engagement and minimising distractions by
note taking. Moreover, the provided information could be used
as feedback for managing time/session more effectively and
avoiding timeouts or dead end conversation circles.

We demonstrated that the transformer based question
intent classifier trained on our curated coaching dataset with
>3k questions is capable of achieving 85% accuracy in iden-
tifying the session progress and mapping the conversation to
the target coaching model (GROW in this study). Based on the
feedback collected from the coaches on performance of this
approach, approximately 75% find the approach useful and
would want to use it again across their sessions.

We plan to release our coaching dataset and make it
available for the community. Additionally, the platform will be
available publicly for coaches to run their sessions using the
proposed AI system. This will allow us to gather more feed-
back for the future.

In regards to the novelty of this research, to the best of our
knowledge, this work is the first attempt in applying data and
AI into the self‐reflection practice in coaching and therapy. We
are aiming to extend this work and incorporate different
coaching models based on which the coach can identify the
session progress and use it as real‐time feedback on the per-
formance of the session. Meaning, if there are options or re-
alities that are not explored enough, the coach could raise
reminders without being distracted by note taking. This work is
unique in the sense that it is the first in its type that targets the
coach instead of the client while other systems mostly target
the client.
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T A B L E 5 Sample of the data collected using YouTube API.

Video ID Conversation time management Views Likes Comments Duration Publish date

6EKseAbVcpo Good 14,219 214 27 ‘PT31M29S’ 2022‐10‐22

Vdwya5j3D8k Good 20,305 223 10 ‘PT1H37M25S’ 2018‐10‐04

WyVC3c5pUS0 Poor 15,110 122 18 PT30M49S 2018‐11‐13

WoP9LIHFK6k Poor 13,407 115 25 ‘PT30M49S’ 2018‐11‐27

cPHY0C8Poqk Poor 17,071 144 40 ‘PT28M20S’ 2018‐12‐05

T A B L E 6 Number of videos in each category for conversation
quality and number of views.

Good
management
quality

Poor
management
quality Total

<10000 views 30 22 52

10000–2,0000
views

28 10 38

>20000 views 11 1 12

Total 69 33 102

T A B L E 7 The expected frequencies.

Good
management
quality

Poor
management
quality Total

<10000 views 35.18 [0.76] 16.82 [1.59] 52

10000–2,0000
views

25.71 [0.20] 12.29 [0.43] 38

>20000 views 8.12 [1.02] 3.88 [2.14] 12

Total 69 33 102
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