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Abstract—This study presents the development and 
comparison of four machine learning (ML) models, namely 
Linear Regression (LR), Decision Tree (DT), Random Forest 
(RF), and k-Nearest Neighbours (k-NN), for predicting house 
prices using the Boston Housing Dataset. The performance of 
these models was evaluated using metrics such as root mean 
square error (RMSE), and R-squared (R2), with the aim of 
identifying the model that best predicts housing prices. The 
dataset was thoroughly analyzed for features, correlations, 
multicollinearity, and overfitting. Results indicate that the RF 
model outperformed the other models in predicting house 
prices, due to its ability to handle non-linearity and complex 
interactions among variables and reduce the impact of outliers. 
The DT model also performed well but may have been more 
prone to overfitting. LR, on the other hand, may have been 
limited by its assumptions of linearity and independence among 
variables. 

Keywords—Time-series, prediction, machine learning, linear 
regression, decision tree, random forest, k-nearest neighbours (k- 
NN) 

I. INTRODUCTION 
Housing is a critical measure of a nation's economic 

prosperity, as it reflects both the growing population and the 
shifting dynamics of urbanization. As people move from rural 
to urban areas, the population in cities increases, which in turn 
leads to greater demand for housing. As demand for housing 
increases, so does the price of houses [1]. Furthermore, 
infrastructure development in a specific region can result in 
sudden price hikes for housing. For example, once problems 
such as poor road conditions and unreliable power supplies in 
residential areas are addressed, homeowners tend to raise 
house prices in that area. 

Housing prices are affected by various factors that have 
been identified by experts. These factors include physical 
condition, location, and concept. Physical condition refers to 
observable characteristics such as the size of the house, 
number of rooms in the house, availability of a yard (front 
and back garden), and age of the property. Other physical 
features such as the size of the structure, number of bedrooms 
and bathrooms, and interior design may also influence the 
price. Meanwhile, concepts pertain to marketing tactics used 
by developers to attract potential investors, such as proximity 
to major roads, educational institutions, markets, hospitals, 
and airports [2-3]. Finally, the location of the property also 
significantly impacts its price, as the prevalent cost (price) of 
land is largely influenced by the area it is situated in. 

Hence, understanding the trends of housing prices and the 
factors influencing them is not only essential for tenants, but 
it is also crucial for homeowners, analysts, policymakers in 
the real estate industry, as well as urban and regional planning 
authorities [3-4]. These stakeholders can benefit from a 
computerized forecasting system that can aid in 

making informed decisions about the acquisition of 
properties and the optimal timing for such transactions. 

ML [5-7] is a subfield of artificial intelligence (AI) that 
involves creating algorithms that can learn from and make 
predictions based on data. In recent years, ML has become a 
popular tool in the field of real estate to predict housing prices 
[8-17]. The Boston Housing Dataset is a widely used dataset 
for predicting housing prices. It consists of data collected by 
the U.S Census Service and includes fourteen attributes 
related to housing, such as the number of rooms per dwelling, 
per capita crime rate by town, and the percentage of lower 
status of the population. 

The primary objective of this research paper is to develop 
a ML prediction model for the Boston Housing Dataset, using 
the DT, RF, k-NN and LR models. These models will be 
compared, and their performance evaluated to determine 
which model best predicts housing prices. The evaluation of 
the performance of these ML models were carried out using 
metrics such as R-squared (R2), and RMSE. 

 
II. LITERATURE REVIEW 

Housing price prediction is a crucial task in the field of 
real estate, and accurate prediction models are of great 
importance for both buyers and sellers. In recent years, the 
use of ML techniques for housing price prediction has gained 
significant attention due to their ability to capture complex 
patterns and relationships between different variables [11- 
17]. This literature review survey aims to provide an 
overview of the existing research papers on housing price 
prediction models using ML techniques. The review will 
cover the different types of ML techniques used for housing 
price prediction, including regression, classification, and 
clustering, and highlight the strengths and limitations of each 
approach. The review will also examine the different datasets 
used in these studies, the evaluation metrics employed, and 
the performance of the models in predicting housing prices. 

Bai [17] and Sanyal et al. [18] carried out a study on 
Boston house price prediction using regression model that 
focused on the development and evaluation of several 
regression models for predicting house prices using the 
Boston house dataset. The authors employ Simple LR, 
Polynomial Regression (PR), Lasso Regression (LaR), and 
Ridge Regression (RR) to create advanced automated ML 
models. This study also explores the impact of various 
attributes of the dataset on the prediction accuracy of the 
models. The authors begin by highlighting the importance of 
predicting house prices in the real estate industry and how ML 
models can help in this regard. They then provide an 
overview of the four regression models used in the study, 
along with the measuring metrics used to evaluate their 
performance. The authors then describe the methodology 
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used in the study, which involves pre-processing the dataset, 
handling outliers, and splitting the data into training and 
testing sets. They then train the models on the training set and 
evaluate their performance using several measuring metrics 
such as RMSE, R2, and Cross-Validation. The authors found 
that Lasso Regression outperformed all other models in terms 
of prediction accuracy, while Simple LR performed poorly. 
They attributed this result to the ability of Lasso Regression 
to handle complex data and reduce the impact of irrelevant 
features on the prediction accuracy. The authors also explored 
the correlation between various attributes of the Boston house 
dataset using a heat map and found that some attributes had a 
strong positive or negative correlation with the house prices. 

In a similar study by Begum et al. [19], the authors 
investigated the use of various ML algorithms such as LR, 
DT, and RF for predicting housing prices. The authors used a 
dataset containing 506 samples and 13 feature variables from 
January 2015 to November 2019, obtained from the StatLib 
library at Carnegie Mellon University. They explore the 
impact of location, area, and the number of rooms on housing 
prices and apply traditional and advanced ML approaches to 
predict individual housing prices. Their results demonstrate 
that RF outperforms LR and DT on both training and test data. 
The accuracy of the predictions made by LR and DT was 
lower than that of RF. Additionally, Adetunji et al. [20] 
studied house price prediction using RF ML Technique and 
explored the use of the RF ML algorithm for predicting 
housing prices. The authors argue that predicting a price 
variance, rather than a specific value, is more realistic and 
attractive in many real-world applications. This approach 
involves treating price prediction as a classification issue. The 
author notes that while the House Price Index (HPI) is a 
common tool for estimating house price inconsistencies, it is 
ineffective at predicting the price of a single house because it 
is based on all transactions. To overcome this limitation, the 
study uses the UCI ML repository Boston housing dataset 
with 506 entries and 14 features to evaluate the performance 
of the proposed prediction model. The results show that the 
RF algorithm has an acceptable predicted value when 
compared to actual values, with an error margin of ±5. This 
suggests that the proposed model can be useful for predicting 
housing prices, especially when compared to other prediction 
models. Overall, the paper highlights the potential of the RF 
algorithm for housing price prediction and suggests that this 
approach could be useful for many real-world applications. 

The study by Henriksson and Werlinder [21] aims to 
compare the predictive performance of XGBoost and RF 
regressor models in terms of housing price prediction. The 
study uses two datasets and considers various evaluation 
metrics, including R2, RMSE, and MAPE, as well as training 
and inference times. The authors conduct substantial data 
cleaning and hyperparameter tuning to find optimal 
parameters for both models. The results show that XGBoost 
outperforms the RF model on both small and large datasets. 
Although the RF model can achieve similar results as the 
XGBoost model, it requires a much longer training time, 
between 2 and 50 times as long, and has a longer inference 
time, around 40 times as long. This makes XGBoost 
particularly superior when used on larger sets of data. The 
paper provides a valuable contribution to the literature on ML 
algorithms for housing price prediction. The study highlights 
the potential of XGBoost as an effective and 

efficient model for predicting housing prices, especially 
when compared to the RF model. 

A related study by Kumar [4] presented an analysis of 
different ML algorithms for predicting housing prices using a 
dataset of 506 samples and 13 feature variables from January 
2015 to November 2019. The study compares the 
performance of traditional ML algorithms such as LR, DT, 
and RF, as well as a more advanced method, the CNN RF. 
The paper highlights the importance of considering various 
factors such as location, area, and number of rooms while 
predicting individual housing prices. It aims to provide an 
optimistic result for housing price prediction by exploring 
various impacts of features on prediction methods. The study 
finds that all three traditional ML algorithms accomplished 
the desired outcomes, but they have their pros and cons. The 
CNN RF method performs better than the other two methods, 
with the lowest error and good performance for both training 
and testing data. The paper provides some methodological 
and practical contributions to property appraisal and presents 
an alternative way to deal with the valuation of housing costs. 
The study recommends considering a bigger geographical 
area with more features and incorporating additional property 
transaction data beyond housing development for future 
research. 

Though these reviewed related studies have recorded 
some good and impressive results by applying different ML 
algorithms and methods, but our study aims to carry out a 
thorough comparative investigation of the performance 
capability of four difference ML methods namely - LR, DT, 
RF, and k-NN models, as opposed to performing house price 
prediction using only one, or two ML technique. The study 
will use a dedicated openly available Boston housing dataset 
to train, test, evaluate, and compare overall models’ 
performance to determine which model best predicts housing 
prices. Finally, the findings of this study can be utilized in 
real estate applications, policy-making, and further research 
in the field of ML for housing price prediction. 

 
III. MODEL SELECTION 

The importance of model selection lies in the fact that 
different models have different strengths and weaknesses. 
Some models may perform well on certain types of datasets 
while underperforming on others. Furthermore, different 
models have different hyperparameters that can be tuned to 
improve their performance on a given dataset. Choosing the 
wrong model or failing to optimize the hyperparameters can 
lead to poor predictions, decreased model performance, and 
adversely affect the overall results prediction accuracy. 
Therefore, when adopting ML model for predicting the 
housing prices, selecting an appropriate model is crucial to 
achieve accurate predictions and maximize the overall 
performance of the model. In this process, it is important to 
evaluate multiple models and select the best one based on a 
set of evaluation metrics, which typically includes measures 
such as RMSE, and R2 score. 

 
A. Linear Regression (LR) 

LR is a simple and widely used ML algorithm for 
predicting a continuous target variable based on one or more 
independent variables. The basic idea behind LR is to model 
the relationship between the independent variables X and the 
dependent variable Y using a linear equation: 
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Y = β0 + β1X1 + β2X2 + ... + βnXn + ε   (1) 
where β0 is the intercept, β1, β2, ..., βn are the coefficients or 
weights that quantify the impact of each independent variable 
on the target variable, and ε is the error term that captures the 
unexplained variation in Y. 

The coefficients β0, β1, β2, ..., βn can be estimated using 
various techniques, such as gradient descent or ordinary least 
squares, that minimize the sum of squared errors between the 
predicted values of Y and the actual values in the training 
data. Once the coefficients are estimated, we can use the 
linear equation to make predictions on new data by plugging 
in the values of the independent variables: 

Y_pred = β0 + β1X1 + β2X2 + ... + βnXn  (2) 
where X1, X2, ..., Xn are the values of the independent 
variables for the new data point. 

In the context of Boston housing price prediction, we can 
use LR to model the relationship between the features of a 
given house (such as the average number of rooms per 
dwelling, the crime rate in the neighbourhood, and the 
distance to employment centres) and its market value (the 
median value of owner-occupied homes in thousands of 
dollars). By fitting a LR model to the training data, we can 
estimate the coefficients that best capture this relationship 
and use them to predict the median value of owner-occupied 
homes for new houses based on their features. 

 
B. Decision Tree (DT) 

DT regression is a ML technique that uses a decision tree 
as a predictive model to map the input features of a new 
instance to a predicted output value. In the context of Boston 
housing price prediction, we can use DT regression to model 
the non-linear relationship between the features of a given 
house and its market value. 

The DT regression algorithm works by recursively 
splitting the dataset into subsets based on the value of one of 
the input features. At each node of the tree, the algorithm 
selects the feature and the split value that result in the highest 
reduction in the mean square error (MSE) of the target 
variable (i.e., the median value of owner-occupied homes). 
The process continues until the tree reaches a stopping 
criterion, such as a maximum depth or a minimum number of 
instances per leaf. 

To predict the median value of owner-occupied homes for 
a new house using the DT regression model, we would start 
at the root of the tree and follow the path that corresponds to 
the values of the input features of the new instance. The final 
prediction would be the mean value of the training instances 
that belong to the leaf node reached by the new instance. 

The formula used for prediction in DT regression is as 
follows: 

y_pred = Σ yi/n (3) 
where y_pred is the predicted value of the target variable (i.e., 
the median value of owner-occupied homes) for a new 
instance, yi is the actual value of the target variable for the i- 
th training instance that belongs to the leaf node reached by 
the new instance, and n is the total number of training 
instances that belong to the leaf node. The predicted value is 

the average of the actual values of the training instances that 
belong to the same leaf node as the new instance. 

 
C. Random Forest (RF) 

RF regression is a ML algorithm that combines multiple 
DTs to predict the target variable. In the context of Boston 
housing price prediction, we can use RF regression to model 
the relationship between the features of a house and its market 
value. 

To build a RF regression model for Boston housing price 
prediction, we would first split the dataset into a training set 
and a testing set. We would then use the training set to fit a 
RF model with the features as independent variables and the 
median value of owner-occupied homes as the dependent 
variable. The RF model consists of an ensemble of DTs, 
where each tree is trained on a random subset of the training 
data and a random subset of the features. 

The formula for the RF regression model can be expressed 
as: 

y = f(X) + ε (4) 

where y is the median value of owner-occupied homes, X is 
a vector of features, f(X) is the RF regression function, and ε 
is the random error term. 

To predict the median value of owner-occupied homes for 
a new house, we would input its features into each tree in the 
RF, and then take the average of the predicted values across 
all the trees. Finally, we can evaluate the performance of the 
RF regression model on the testing set by calculating metrics 
such as the mean squared error or the coefficient of 
determination (R-squared). RF regression is a powerful and 
flexible algorithm that can capture non-linear and interaction 
effects between the features and the target variable. However, 
it may require more computational resources and 
hyperparameter tuning than LR or other simpler models. 

 
D. k-Nearest Neighbours (k-NN) 

k-NN method is a popular ML algorithm used for both 
classification and regression tasks. In the context of 
regression, k-NN works by finding the k nearest neighbours 
of a given data point in the feature space, and then predicting 
the target value for the data point based on the average or 
weighted average of the target values of its k nearest 
neighbors. The value of k, which represents the number of 
neighbours to consider, is a hyperparameter that can be tuned 
to find the optimal value for a given problem. 

k-NN methodology involves several steps. First, the 
dataset is split into training and testing sets. The training set 
is used to build the k-NN model, while the testing set is used 
to evaluate the model's performance. Next, the distance 
metric is chosen, which determines how the similarity 
between data points is calculated. Common distance metrics 
used in k-NN include Euclidean distance, Manhattan 
distance, and cosine similarity. Then, the value of k is 
selected, and the k-NN model is trained on the training set. 
Finally, the performance of the model is evaluated on the 
testing set using evaluation metrics such as RMSE, and R2. 

In the context of predicting housing prices in Boston using 
the k-NN algorithm, the Boston Housing Dataset is a widely 
used dataset for regression tasks. The target variable is the 
median value of owner-occupied homes in thousands 
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of dollars. k-NN can be applied to this dataset by first splitting 
it into training and testing sets. The k-NN model can then be 
trained on the training set using a chosen distance metric and 
a specific value of K. Once trained, the model can be used to 
predict housing prices on the testing set. The performance of 
the model can be evaluated using metrics such as RMSE, and 
R-squared to assess its accuracy in predicting housing prices 
in Boston. k-NN can be a useful methodology for predicting 
housing prices, as it can capture local patterns in the data and 
provide interpretable results. 

 
IV. RESULTS AND DISCUSSIONS 

The housing values in Boston's suburbs are detailed in the 
Boston Housing dataset. The dataset has 14 features as 
described in Table I and its data structure in Table II. 

TABLE I. BOSTON HOUSING DATASET FEATURES AND DESCRIPTION 
 

 
Measuring the median value of owner-occupied dwellings 

in dollars, MEDV is the goal variable. The other attributes 
describe various neighbourhood traits in the Boston area, 
including the proportion of lower-class residents, crime rates, 
and highway accessibility. After loading the dataset into 
Python, the initial step was to inspect the data by displaying 
a sample view of the first 10 rows. This provided an 
immediate overview of the dataset's structure, allowing for a 
quick assessment of the data's format, column names, and the 
values within each column. 

TABLE II. BOSTON HOUSING DATASET STRUCTURE 

 
A detailed exploratory analysis on the dataset derived a 

useful summary statistic and provided a comprehensive 
overview of the data's central tendencies and dispersion. 
Various measures such as mean, median, mode, standard 

deviation, and range were calculated, shedding light on the 
dataset's distribution and variability (see Table III). 

 
TABLE III. BOSTON HOUSING DATASET'S DISTRIBUTION AND 

VARIABILITY 
 

 
Next, the boxplots (see Fig. 1) of all the independent 

features were visualized to provide a comprehensive 
overview of the data distribution and identify any potential 
outliers. Upon analysing the boxplots in Fig. 1, it was 
observed that the features CRIM, ZN, and B exhibit the 
presence of outliers. Outliers are data points that deviate 
significantly from the rest of the data and can potentially skew 
the results of statistical analysis or ML 

 

Fig. 1: Boxplots of all the independent features. 

models. To address this issue, the Interquartile Range (IQR) 
method was employed as an effective approach for outlier 
detection and treatment. The IQR method involves 
calculating the difference between the third quartile (75th 
percentile) and the first quartile (25th percentile) of the data 
for a particular feature. Any data point that falls outside of 
this range (1.5 times the IQR) is considered an outlier. By 
identifying and removing these outliers, the adverse impact 
of outliers was mitigated on the analysis and ensured that our 
results are not biased by extreme values. Upon examining 
Fig. 2, Fig. 3, and Fig. 4 (the boxplots for the three variables), 
it was observed that there was a remarkable decrease in the 
number of outliers. This suggests that the use 
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of the IQR method for identifying, and removing outliers was 
effective in this context. 

 

Fig. 2: Boxplots comparing the outliers in “CRIM” before 
and after IQR rectification 

 

Fig. 3: Boxplots comparing the outliers in “ZN” before and 
after IQR rectification 

 

Fig. 4: Boxplots comparing the outliers in “B” before and 
after IQR rectification 

 

Fig. 5: Density graphs for independent variables. 
 

From density analysis as shown in Fig. 5 and Fig. 6, it can be 
observed that the distribution of the "MEDV" variable, along 
with most of the other independent variables exhibit a 
relatively normal distribution. However, it is worth noting 
that the "ZN" and "CRIM" variables display positive 
skewness, as indicated by their longer tails on the right side 
of the distribution plots. 

 
Fig. 6: Density graphs for independent variable “MEDV”. 

 

 
Fig. 7: Scatter plots depicting relationships between each 

independent variable and dependent variable. 

The relationship between the features and the target variable 
MEDV (Median Price) was analysed as demonstrated in Fig. 
7 using visualizations, which allowed for a clear 
understanding of the presence of linear relationships. By 
plotting the features against the target variable on scatter 
plots, it became evident which features showed a linear trend 
with MEDV. These visualizations provided valuable insights 
into the nature of the relationships between the features and 
the target variable, helping to identify which features may 
have a significant impact on the median price. 

 

Fig. 7: Heat-map correlation between independent variables. 

Finally, the heat-map as shown in Fig. 7 was used to analyse 
the intercorrelation among all the independent variables in the 
dataset. This was done to gain insights into the strength and 
direction of relationships between variables, which can help 
in identifying potential multicollinearity issues and 
understanding the overall structure of the data. 
Multicollinearity can impact the accuracy and stability of 
regression models, as it can result in inflated standard errors, 
reduced predictive power, and difficulties in interpreting the 
individual effects of variables. 

The results shown in Table IV demonstrate a comparison 
between the actual and predicted values for the target 
variables for LR model, DT regression model, RF model and 
k-NN method. 

TABLE IV. PREDICTION MODELS PERFORMANCE COMPARISON 
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One commonly used performance evaluation metric for 
ML models is the RMSE. RMSE provides a measure of how 
well the model's predicted values align with the actual values. 
A lower RMSE value indicates a better fit of the model to the 
dataset, as it represents the average of the squared differences 
between predicted and actual values. By comparing RMSE 
values across different regression models or against a 
benchmark, we can make informed decisions about the 
model's performance and potential adjustments needed. 
RMSE is a valuable tool in assessing and comparing the 
accuracy of ML models, aiding in model selection and 
optimization for predictive modelling tasks. The RMSE 
values in Table V show that the RF model outperformed the 
other models with the lowest RMSE of 3.3261. 

TABLE V. PREDICTION MODELS USED AND THEIR RMSE VALUES 

 
Furthermore, the R-squared value, which is a measure of 

the proportion of variance in the dependent variable 
explained by the model, was calculated for the RF model. The 
obtained R-squared value of 0.8491 indicates that the model 
is able to explain approximately 84.91% of the variability in 
the median house prices. This high R-squared value indicates 
a better fit of the model to the data, suggesting that the RF 
model has a good level of explanatory power in predicting the 
target variable. Additionally, feature importance estimation 
[23-25] was calculated for the RF model, which provides 
insights into the contribution of each feature in predicting the 
median house prices. This was done by analysing the splits 
and node impurities across all the trees in the RF ensemble. 
The calculated feature importance values can help us 
understand which features are the most influential in 
determining the target variable. The RF model's feature 
importance results in Table VI show that RM, LSTAT, and 
DIS are the most important features for predicting median 
house prices, with importance values of 0.5141, 0.3284, and 
0.0875, respectively, while CHAS has the least importance 
with a value of 0.0018. 

Finally, the visualization of the regression fit of the RF 
model using a scatter plot as shown in Fig. 8 further provided 
valuable insights into the model's overall prediction 
performance. By comparing the actual and predicted values 
on a scatter plot, it is possible to visually assess how well the 
model's predictions align with the ground truth. This can 
allow for easy identification of any patterns, trends, or 
discrepancies in the model's predictions. 

In generally, the results obtained from the results 
analysis clearly indicate that the RF model outperformed the 
other models in predicting house prices. This may be due to 
its ability to handle non-linearity, capture complex 
interactions among variables, and reduce the impact of 
outliers. The DT model also performed well, but it may have 
been more prone to overfitting, as DTs tend to be sensitive to 
noise in the data. LR, on the other hand, may have been 
limited by its assumptions of linearity and independence 
among variables, which may not have been fully met in the 
dataset. Additionally, the analysis of correlation among 
variables and the significance of variables helped identify 
important features that strongly influenced house prices. This 

information can be useful for decision-making in real estate 
investments or policy making related to housing markets. 

TABLE VI. FEATURE IMPORTANCE OF RF MODEL 
 

 

Fig. 8: Scatter plot of the regression fit of RF model. 
 

CONCLUSION 
In conclusion, the analysis of predicting house prices 

using ML techniques on the Boston dataset yielded valuable 
insights into the performance, strengths, and limitations of 
different models. The RF model was identified as the best 
performing model based on the RMSE evaluation criterion. 
The findings of this study can be utilized in real estate 
applications, policy-making, and further research in the field 
of ML for housing price prediction. Future research can focus 
on exploring other advanced modelling techniques, 
incorporating additional relevant variables, and validating the 
findings on different datasets to further enhance the accuracy 
and robustness of the predictions. 
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