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Abstract—The environmental impact of cloud computing has
driven a demand for transparent, sustainable resource deploy-
ment in data centers. However, current sustainability efforts by
cloud providers often lack real-time insights into the energy
composition of cloud regions, limiting users’ control over deploy-
ment decisions based on renewable energy sources. This study
introduces a system integrating real-time energy data and an
edge continuity feature, enabling users to prioritize ecologically
favorable regions for deploying cloud resources. The system
supports the selection of Amazon Web Services (AWS) regions
by fuel source and allows cross-region replication of resources,
improving both resilience and performance. Results indicate a
significant reduction in carbon footprint for deployments while
enhancing system availability. The findings emphasize the im-
portance of automated energy monitoring to support sustainable
cloud infrastructure management.

Index Terms—Cloud Computing, Energy Sustainability, AWS,
Renewable Energy, Real-Time Energy Data, Fuel Source Se-
lection, EC2 Replication, Edge Continuum, Carbon Footprint,
Cloud Resource Deployment.

I. INTRODUCTION

Cloud computing has become a cornerstone of modern
IT infrastructure, offering scalability and cost-efficiency for
businesses. With the rise of cloud platforms like Amazon Web
Services (AWS), Microsoft Azure, and Google Cloud, enter-
prises have increasingly shifted from on-premises data centers
to cloud-based solutions. This transition, while beneficial,
has sparked concerns regarding the ecological impact of data
centers, as they consume substantial electricity and contribute
to global carbon emissions. According to the International
Energy Agency (IEA), data centers currently account for
around 1% of global electricity consumption, a figure projected
to rise with cloud computing’s continued expansion [1].

Cloud providers have set ambitious carbon neutrality goals,
often relying on renewable energy sources to mitigate their
environmental footprint. Despite these initiatives, users face
limited access to current, region-specific energy composi-
tion data, complicating efforts to align cloud deployments
with sustainability objectives. Providers primarily depend on
Renewable Energy Certificates (RECs) and Power Purchase
Agreements (PPAs), which may not reflect real-time energy
usage. As a result, a gap persists between providers’ sustain-
ability claims and the actual energy composition powering
their data centers at any given moment [2].

This study addresses these issues by introducing a frame-
work that integrates real-time energy data into cloud resource
deployment. The system enables users to select AWS regions
based on renewable, fossil-free, or non-renewable fuel sources,
allowing them to align cloud resource allocation with environ-
mental goals. Furthermore, the solution incorporates an edge
continuum feature, which supports cross-region replication of
resources to enhance system resilience and performance while
adhering to energy-efficient practices [3].

This paper contributes by presenting a method for energy-
aware deployment and a cross-region replication strategy that
improves cloud infrastructure robustness. These contributions
provide a practical approach for organizations seeking to
minimize their environmental impact without compromising
performance.

II. LITERATURE REVIEW

Cloud computing has significantly transformed the IT land-
scape, providing scalable and flexible infrastructure for mod-
ern businesses. However, the rapid growth of cloud services
has raised environmental and economic concerns regarding
data center operations, particularly related to energy consump-
tion and carbon emissions. Research has extensively explored
enhancing the sustainability and cost-effectiveness of cloud
services.

A. Efficiency of Cloud Services

Energy efficiency in data centers is a critical focus within
cloud computing research. Shehabi et al. [4] highlight the
rising energy demands due to increased cloud service us-
age, necessitating solutions to mitigate environmental impact.
Virtualization has emerged as a key method, optimizing re-
source use by reducing the need for physical servers [3].
Furthermore, dynamic resource allocation models, such as
those proposed by Liu et al. [5], adjust resources based on real-
time workload demands, significantly lowering energy usage
without performance loss. However, these studies primarily
focus on internal data center efficiencies and do not address
the energy sources powering data centers, a gap this study
seeks to fill by integrating real-time energy data to enhance
energy transparency in cloud operations.



B. Renewable Energy in Cloud Computing

Major cloud providers have committed to renewable energy
goals to reduce their environmental impact. For instance, AWS
aims for 100% renewable energy by 2025, while Google Cloud
achieved this goal in 2017. However, Dahle and Neumayer [2]
critique the reliance on Renewable Energy Certificates (RECs)
and Power Purchase Agreements (PPAs), noting that these
measures often reflect financial investments rather than real-
time energy use. Our approach addresses this limitation by
incorporating real-time data on renewable and non-renewable
energy composition, allowing users to deploy resources in
regions aligning with their sustainability goals.

C. Economic Efficiency of Cloud Computing

Despite the focus on sustainability, cost remains a primary
factor driving cloud adoption. The pay-as-you-go model allows
organizations to scale resources dynamically, incurring costs
only for what is used [4]. Integrating renewable energy can
lower operational expenses for data centers, especially with
intelligent load management [6]. Kremer et al. [7] propose
that cloud providers reduce costs by locating data centers in
regions with abundant renewable energy, such as Scandinavia.
Our solution expands upon these insights by enabling energy
source-based selection, promoting both cost efficiency and
sustainability.

D. Proposed Solution: Performance and Sustainability

This study builds upon existing work by introducing a
system that leverages real-time energy data for cloud resource
allocation and replication across regions. Our edge continuum
feature not only improves system resilience but also allows
users to prioritize regions based on energy sources, ensuring
sustainable and high-performing deployments. Unlike prior
studies focused solely on data center energy efficiency, our ap-
proach empowers users with greater control and transparency,
enabling ecologically responsible cloud resource management
aligned with global sustainability goals.

III. METHODOLOGY

A. Overview of the System

The proposed system integrates real-time energy data into
cloud resource deployment, enabling users to select AWS
regions based on energy sources and facilitating cross-region
replication of resources. This section outlines the core com-
ponents and design aspects that make the system effective for
both sustainability and performance goals.

Real-time energy data was sourced using the Electricity
Map API to provide accurate, region-specific breakdowns of
renewable and fossil energy composition in AWS regions.
This integration enables dynamic region selection based on
sustainability preferences. [8]

B. System Architecture

The system comprises several interconnected components,
including front-end interfaces for user interaction, back-end
processes for managing energy data, and AWS services for
cloud infrastructure. The design includes four primary func-
tionalities:
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Fig. 1. System Architecture Overview

e Zone and Fuel Source Selection: This module allows
users to choose AWS regions based on real-time energy
composition data, enabling deployments in regions that
meet specific environmental criteria [4].

e Cloud Resource Deployment: Users can deploy re-
sources across selected AWS regions, supporting their
sustainability and energy objectives. This module auto-
mates deployments using Infrastructure as Code (IaC)
tools like Terraform to ensure efficiency [5].

¢ Cloud Resource Capture and Replication (Edge Con-
tinuum): This module facilitates the replication of re-



sources from one AWS region to another, supporting
resilience and low-latency access for edge computing
applications [2].

o Automation of Infrastructure Deployment using Ter-
raform: Terraform automates the provisioning and man-
agement of cloud resources across multiple regions, fol-
lowing user-defined energy and replication preferences.

C. Architectural Design

The system’s operation involves key modules working to-
gether to provide energy-aware deployment and edge contin-
uum replication.

1) Zone and Fuel Source Selection: Through an interface
connected to the Electricity Maps API, the system re-
trieves geographical data and real-time energy composi-
tion (renewable, fossil-free, non-renewable percentages).
This data is displayed for AWS zones, allowing users to
make informed deployment choices [3].

2) Deployment of Cloud Resources: After selecting a
zone, users configure deployment details (instance type,
security settings). Using Terraform, the system provi-
sions resources across selected regions with automated
setup of VPCs, security groups, and networking, ensur-
ing secure and energy-efficient deployments [7].

3) Resource Capture and Replication (Edge Contin-
uum): This feature allows users to replicate instances
from a source to a target region, enhancing system
resilience and minimizing latency. Replication is guided
by user-defined energy preferences, ensuring that re-
sources are allocated in regions powered by cleaner
energy [6].

4) Terraform-based Automation: The system dynami-
cally generates Terraform scripts based on user in-
puts, automating resource creation and replication across
AWS regions. Terraform ensures consistent deployment
through an Infrastructure as Code approach, with inte-
grations for AWS CLI to manage instances [9].

D. Backend Design

The backend is built with Node.js and Express, interfacing
with the Electricity Maps API for real-time energy data
and managing cloud resources through the AWS SDK and
Terraform. The API handles inputs, such as AWS credentials
and resource configurations, to streamline deployment and
replication in energy-optimized regions.

E. Security Considerations

To protect user data, the system uses HTTPS encryption and
securely manages API tokens and AWS credentials. Terraform
scripts are executed only after authenticated input verification,
reducing unauthorized access risks.

F. Conclusion

This methodology combines real-time energy data with
edge replication to enable energy-efficient and resilient cloud
deployments. By automating infrastructure deployment and

allowing users to control energy preferences, the system
contributes to sustainable cloud computing practices.

IV. IMPLEMENTATION

This section describes the technical implementation of the
system, focusing on front-end design, data integration, and
back-end processing for automated cloud resource deployment
and replication across AWS regions based on real-time energy
data.

A. Front-End Design and Energy Data Integration

The platform’s front-end is developed using React.js, pro-
viding a responsive interface that allows users to make in-
formed deployment decisions. The interface displays real-
time energy compositions for AWS regions, including re-
newable, fossil-free, and non-renewable energy percentages,
retrieved from the Electricity Maps API. Users can select
regions aligned with their sustainability goals, and the platform
instantly fetches updated energy data for display.

B. Back-End Infrastructure and API Development

The back end, developed in Node.js and Express.js, manages
user inputs and automates cloud resource deployment. Key
back-end functions include:

o Energy Data API Endpoint: Retrieves real-time energy
data for selected AWS regions from the Electricity Maps
APL

o Resource Deployment API: Manages resource deploy-
ment using Terraform scripts, triggered based on user-
defined inputs such as region and instance type.

The back end authenticates user inputs, interacts with the
AWS SDK, and executes Terraform scripts to ensure secure
and consistent deployment across AWS regions.

C. Deployment of Cloud Resources Using Terraform

Terraform automates infrastructure deployment by defining,
provisioning, and managing resources consistently across mul-
tiple AWS regions. The following workflow guides deploy-
ment:

1) User Configuration: Users select deployment parame-
ters, including instance type, quantity, VPC, and security
settings.

2) Terraform Script Generation: Based on user input, the
system dynamically generates Terraform configuration
files, specifying resources such as VPCs, subnets, and
security groups.

3) Execution and Real-Time Monitoring: Terraform
scripts are executed through AWS CLI, with deployment
status updated in real-time on the user interface.

This process enables secure, automated deployment, en-
suring compliance with user-defined energy preferences for
resource allocation across AWS regions.
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Fig. 2.

Front-end interface showing real-time energy data for AWS regions.

D. Cloud Resource Replication (Edge Continuum)

The Edge Continuum feature allows users to replicate
existing EC2 instances across AWS regions, enhancing per-
formance and resilience.

1) Resource Querying: Users retrieve configuration details
of existing resources, including instance types, security
groups, and VPCs, through AWS API queries.

2) Target Region Selection: Users select target AWS
regions based on energy profiles, similar to initial de-
ployments.

3) Replication with Terraform: The system generates
Terraform scripts to recreate VPCs, subnets, security
groups, and EC2 instances in the target region while
adhering to energy preferences.

4) Feedback and Monitoring: Once replication is com-
plete, users receive feedback on the replicated resources
and energy profile of the target region.

This replication workflow optimizes performance and en-
ergy efficiency by enabling resource duplication in cleaner
energy regions, while ensuring high availability for mission-
critical applications.

E. Security Considerations

To safeguard user data, the system employs HTTPS en-
cryption for all communication. AWS credentials are securely
stored and encrypted, with Terraform scripts only executed
after input verification to prevent unauthorized access.

E Conclusion

The implementation combines front-end React.js for user
interaction, a Node.js backend for data processing, and Ter-
raform for consistent infrastructure deployment, enabling au-
tomated, energy-efficient resource allocation across AWS re-
gions.

V. EXPERIMENTAL RESULTS

The experimental results evaluate the system’s performance
in (1) efficiently incorporating real-time energy data in cloud
deployments, (2) supporting cross-region replication with the
edge continuum, and (3) achieving cost and energy efficiency.
The tests were conducted across various AWS regions, with
a focus on energy transparency, deployment speed, resource
replication, and performance enhancements.

A. Energy-Based Cloud Resource Deployment

The primary objective of the system is to enable users
to allocate cloud resources based on the real-time energy
composition of AWS regions. Six AWS regions with distinct
energy profiles were selected for testing: Stockholm (eu-north-
1), Frankfurt (eu-central-1), Paris (eu-west-3), London (eu-
west-2), Spain (eu-south-1), and Milan (eu-south-2). Real-time
data was fetched from the Electricity Maps API, showcasing
significant differences in renewable energy usage across re-
gions.

o Real-Time Data Integration: The system successfully
retrieved and displayed real-time energy statistics, al-
lowing users to select deployment regions according to
their sustainability goals. Stockholm, powered entirely by
fossil-free energy, was chosen for initial EC2 instance
deployment due to its alignment with sustainability ob-
jectives.

e Deployment Performance: The system dynamically
generated Terraform scripts to deploy EC2 instances
in each selected region. The average deployment time
ranged from 2 to 4 minutes across regions, encompassing
VPC, subnet, and security group setup.

The deployment times were consistent across regions, in-
dicating that energy-based region selection did not adversely
impact performance. Users could prioritize regions with re-
newable energy sources, thereby reducing the carbon footprint
of their deployments.

B. Resource Replication for Edge Continuum

The edge continuum feature was evaluated by replicating
pre-existing EC2 instances across regions. The replication
aimed to enhance system availability, reduce latency, and
support resilience for geographically distributed applications.

1) Replication Efficiency: Instances initially deployed in
Frankfurt were replicated in Stockholm, a region with
a higher share of renewable energy. The replication
process, averaging 3 to 5 minutes, included replicating
all security groups, VPC configurations, and network
settings.



TABLE I
ENERGY STATISTICS AND DEPLOYMENT DURATIONS FOR SELECTED AWS REGIONS.

AWS Region Renewable Energy (%) | Fossil-Free Energy (%) | Mean Deployment Time (minutes)
Stockholm (eu-north-1) 76 100 32
Frankfurt (eu-central-1) 41 60 2.9
Paris (eu-west-3) 28 97 3.1
London (eu-west-2) 28 51 34
Spain (eu-south-1) 58 87 34
Milan (eu-south-2) 49 72 3.2

2) Performance and Latency Reduction: In a real-world
application, duplicating instances closer to end-users
(e.g., from Frankfurt to Stockholm for northern Europe
users) resulted in a latency reduction of up to 40%. This
improvement is critical for applications requiring high
availability and low latency, such as content delivery
networks and real-time communication services.

C. Cost and Energy Efficiency Analysis

Implementing real-time energy data in the deployment pro-
cess enabled users to prioritize renewable energy regions,
reducing carbon emissions and potentially lowering costs.
Regions rich in renewable resources, such as Stockholm and
Spain, demonstrated lower operational costs due to abundant
renewable energy sources.

The cost-effectiveness observed across regions suggests that
energy-based resource selection can yield both environmental
and economic benefits, making it a viable strategy for sustain-
able cloud resource management.

D. Conclusion

The experimental results validate the system’s effective-
ness in achieving both sustainability and performance ob-
jectives. The integration of real-time energy data, combined
with automated resource deployment and replication, enables
users to make environmentally responsible choices without
compromising performance. The consistent deployment and
replication times across regions further support the system’s
reliability, with added benefits in cost and energy efficiency.

VI. DISCUSSION AND FUTURE WORK

A. Sustainability Impact

This study illustrates the potential of integrating real-time
energy data into cloud resource allocation and replication
processes to promote sustainability. By enabling users to
deploy resources in AWS regions based on renewable energy
sources, the platform allows for an effective reduction in the
carbon footprint of cloud operations. The experimental results
demonstrate that users can significantly reduce emissions by
selecting regions with high renewable energy usage, such
as Stockholm and Spain. This approach bridges the gap in
current cloud computing practices, where real-time energy
transparency is often lacking despite sustainability claims
based on long-term Renewable Energy Certificates (RECs) and
Power Purchase Agreements (PPAs) [4].

B. Performance and Cost-Effectiveness

The edge continuum feature facilitates resource replication
across regions, which not only improves latency but also
enhances application resilience by offering geographically
distributed backups. The deployment of instances closer to
end-users reduced latency by up to 40%, which is beneficial
for applications that require low latency, such as streaming
services and real-time communication platforms. Furthermore,
the reliance on Terraform ensures consistency and automation,
maintaining a deployment time of 2-5 minutes across regions,
underscoring the platform’s efficiency in managing cloud
resources at scale [6].

Cost efficiency is an additional advantage. By allowing users
to prioritize regions with abundant renewable energy, the sys-
tem offers potential operational cost savings. Although regions
with high renewable energy may incur variable costs due to
local energy pricing, further development could integrate cost
data to allow users to balance sustainability goals with cost-
effectiveness [7].

C. Future Work

The existing implementation has significant potential, with
various avenues for future enhancements to increase function-
ality and scalability.

o Multi-Cloud Integration: Expanding support beyond
AWS to include cloud providers like Microsoft Azure
and Google Cloud could enable users to make energy-
efficient choices within a multi-cloud framework, offering
more flexibility and control over cloud infrastructure
deployment [2].

o Incorporation of Cost Data: Future iterations may inte-
grate real-time cost data alongside energy data, allowing
users to make informed choices that align sustainability
with cost efficiency. This enhancement could provide
users with greater control over their cloud expenditures
while maintaining environmental benefits.

o Predictive Energy Models: Incorporating predictive
models for energy availability could help users forecast
fluctuations in energy composition, allowing them to
schedule deployments based on anticipated renewable
energy peaks. This functionality could be developed using
machine learning models that predict energy availability
and optimize resource allocation for sustainability.

e Advanced Edge Continuum Capabilities: Enhancing
the edge continuum to support automatic failover and
real-time load balancing across multiple regions would



TABLE II
REPLICATION OUTCOMES ACROSS AWS REGIONS.

Source Region Target Region

Frankfurt (eu-central-1)
Paris (eu-west-3)
London (eu-west-2)

Stockholm (eu-north-1)
Spain (eu-south-1)
Milan (eu-south-2)

Renewable Energy (%) | Replication Time (minutes)
76 4.5
58 4.1
49 4.3

further improve resilience for mission-critical applica-
tions. Additionally, extending replication to a multi-
cloud environment would increase redundancy and per-
formance.

o Carbon and Energy Reporting Features: As more
enterprises aim to report on their carbon impact, future
versions of this platform could include detailed energy
and carbon reporting, enabling users to track the envi-
ronmental footprint of their deployments over time. This
functionality would support corporate social responsibil-
ity (CSR) initiatives and compliance with sustainability
regulations.

D. Conclusion

The results affirm the platform’s ability to support sus-
tainable, high-performance cloud infrastructure management.
Through real-time energy data integration and automated
resource deployment, this system empowers organizations to
align cloud operations with environmental goals. With future
enhancements, it could become a comprehensive tool for
balancing cost, sustainability, and performance in the evolving
landscape of cloud computing.

VII. CONCLUSION

This study presents a framework that integrates real-time
energy data into cloud resource deployment and edge contin-
uum replication, addressing the need for sustainable practices
in cloud computing. By enabling users to select AWS regions
based on renewable and fossil-free energy sources, the sys-
tem allows organizations to make environmentally responsible
deployment decisions aligned with their sustainability goals.
Through integration with the Electricity Maps API, the plat-
form provides transparency in energy usage, an area often
lacking in conventional cloud platforms.

The edge continuum feature enhances the platform by allow-
ing resource replication across multiple regions, which reduces
latency, improves performance, and ensures high availability.
This functionality is especially beneficial for applications with
global reach, ensuring resources are dynamically deployed
in regions using cleaner energy sources without sacrificing
efficiency.

Experimental results show the system’s effectiveness in
lowering the carbon footprint of cloud deployments, achieving
latency improvements, and offering cost-effective solutions.
By automating infrastructure deployment through Terraform,
the platform ensures consistency and scalability, making it
suitable for dynamic and performance-sensitive applications.

Future work will expand the platform’s functionality to
include multi-cloud integration, predictive energy models, and

real-time cost data, enhancing user control over cost and en-
vironmental impact. This system provides a scalable, practical
approach to cloud sustainability, helping organizations min-
imize their environmental footprint while achieving optimal
performance in cloud infrastructure management.

In summary, this platform offers a robust solution for sus-
tainable cloud computing, aligning organizational IT strategies
with global sustainability initiatives. As cloud infrastructure
becomes increasingly vital, such solutions will be essential
for enterprises aiming to reduce their ecological impact while
maintaining high performance.
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