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Abstract
Interactions between individuals and digital material have completely changed
with the advent of the Metaverse. Due to this, there is an immediate need
to construct cutting-edge technology that can recognize the emotions of users
and continuously provide material that is relevant to their psychological
states, improving their overall experience. An inventive method that com-
bines natural language processing adaptive content generation algorithms
and neuro-fuzzy-based support vector machines natural language processing
(SVM-NLP) is proposed by researchers to meet this demand. With this merg-
ing, theMetaverse will be able to offer highly tailored and engaging experiences.
Initially, a neuro-fuzzy algorithm was developed to identify people’s emotional
moods from their physiological reactions and other biometric information.
Fuzzy Logic and Support Vector Machine work together to manage the inher-
ent ambiguity and unpredictability, which results in a more exact and accurate
categorization of emotions. A key component of the ACGA is NLP technology,
which uses real-time emotional data to dynamically modify and personalize
characters, stories, and interactive features in the Metaverse. The novelty of
the proposed approach lies in the innovative integration of neuro-fuzzy-based
SVM-NLP algorithms to accurately recognize and adapt to users’ emotional
states, enhancing theMetaverse experience across various applications. The pro-
posed method is implemented using Python software. This adaptive approach
significantly enhances users’ immersion, emotional involvement, and overall
satisfaction within the augmented reality environment by tailoring information
to their responses. The findings show that the SVM-NLP emotion identification
algorithm based on neuro-fuzzy, has a high degree of accuracy in recognizing
emotional states,whichholds promise for creating aMetaverse that ismore emo-
tionally compelling and immersive. Stronger human–computer interactions and
a wider range of applications, including virtual therapy, educational resources,
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entertainment, and social media networking, might be made possible by inte-
grating SVM-NLP. These sophisticated systems are around 92% accurate in
interpreting the emotions.

KEYWORD S

emotion recognition, feelings of users, fuzzy logic, high accuracy, humans and computers,
Metaverse, NLP, social media, SVM

1 INTRODUCTION

Identifying feelings from language signals is called speech emotion recognition, and it is crucial for improving interaction
between humans and computers. In order to fully understand the dialogue and react effectively, it is helpful to be aware
of one’s emotions at the moment that communication occurs.1 There still exists a lack of universal solution to this chal-
lenge, and this aspect of human–computer interaction is still not fully resolved, with the exception of a small number of
programs. Themethod of recognizing feelings is fluid and focuses on the individual’s emotional state, thus all individual’s
behaviors are accompanied by an assortment of feelings.2 In overall, there are several ways that people express their emo-
tions. The right understanding of these feelings is crucial for effective interaction. These feelings, nevertheless perform a
significant influence in determining behavior among people, and emotional detection in daily life.3 Every day, numerous
emotions are felt by people. For instance, when there is an aspect to be glad about, anything to be fearful of the emotions
should come out at that time. Feelings have frequently been the subject of research. The demand to enhance interactions
between humans and machines has grown as people depend more and more on computers to carry out their daily tasks.
Feeling can be challenging for a machine to perceive andmanufacture because it lacks sensible information.3 As a result,
a lot of study has been done on recognizing emotions. There are three primary modalities for emotion detection: facial
movements, voice, and text. Emotion detection in text involves automatically tagging text with a sense of emotion from a
predetermined list of expression labels. Text serves as the primary channel for communications between people and com-
puters through messages via email, text, message boards, conversations, consumer evaluations, Internet blog posts, and
additional social networking sites like YouTube, Twitter, and Facebook. Moreover, applications of recognizing feelings in
text can be discovered in many different domains where the technique is necessary to understand and analyze emotions,
including business, psychology, teaching, and many more.4

Speech emotion identification is a significant issue that is attracting more attention from academics owing to its wide
range of programs, including auditory monitoring, e-learning, medical investigations, recognizing lies, recreation, video
games, and customer service centers. Sophisticated machine learning approaches still find it extremely difficult to solve
this challenge. The difficulty in selecting the perfect characteristics constitutes one of the factors contributing to such
a meek performance. A machine learning model’s performance may also be significantly impacted by the presence of
noise from behind recordings of sound, such as actual human voices. Although user satisfaction in platforms requir-
ing human–machine interactions, such as those in the fields of Artificial Intelligence (AI) or Mobile Health (mHealth),
might be considerably improved by the development of competent emotional voice recognition models. In fact, the
capability to identify feelings from audio recordings has the capacity to mimic these feelings, may have a significant influ-
ence on the area of AI. After utilizing such frameworks, many automated systems in the mHealth sector might greatly
increase their efficiency. The technological specifications for emotional recognition of speech techniques are also mod-
est.4 Human-Computer Interaction (HCI) has numerous practical uses, and speech emotion recognition (SER) is a rapid
and common way for people to communicate and exchange information with computers.5 Choosing an accurate way
for extracting prominent and distinctive characteristics from speech signals in order to describe the emotional state of
someone who speaks from their acoustical content remains an important task for feature extraction. Moreover, speech
comes most naturally to humans when it comes to express themselves. Researchers rely on it so heavily to understand
how crucial it is. When other forms of communication, like texts or emails gets utilized, emojis have been popular in text
messaging, which is not unexpected that these messages may bemisread and want to convey feeling in text just like doing
in conversations.6 Someone might be able to recognize their feelings by using SER. There is no denying that emotions
play a part in many facets of life. Feeling has been defined in a variety of ways up to this point. Sentiments are states of
mind with either a neutral or positive emotional polarity.6 Numerous actions in society, preserves positive connections
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for plotting influence in politics, are supported by the capacity tomake sense about feelings. Emotions play a crucial func-
tion upon human perception and cognition in addition to playing a significant influence in every individual’s everyday
life and social relationships.

The clear importance of human feelings in rational decision-making is demonstrated by neurological research and
investigations into practical brain functioning. According to another investigation, emotional computing is related to
the identification of emotions. Furthermore, the investigation regarding how machines perceive and identify feelings
is known as affective computing. A person who is emotionally unbalanced could be less capable of carrying out rou-
tine chores. Therefore, it is obvious that feelings have a significant impact on a person’s life.7 A number of recent
studies are not content with merely identifying an individual utterance, phrase, or article employing standard feel-
ing classification algorithms in order to more effectively adapt to everyday scenarios involving applications, such as
smart homes, mental health treatment, educational tools, and so on.8 Today’s research is focused on the emotive con-
tent evaluation of voice signals. Speech is the most common means for people to convey data, hence it is important
to consider how people communicate with computers. On the other hand, HCI heavily relies on social media, writ-
ten language, and additional semantic information modalities, all of which are quite beneficial. Feelings are the most
important component of human communication, and they can be used to make conclusions about interpersonal ges-
tures, paralanguages, and other things.9 As a result, the speech signal is an effective method for the quickest interaction
between HCI, which effectively detected human behavior. One of the most rapidly developing research areas nowadays
is recognizing feelings in speech signals. In this area, scientists have created techniques to inherently identify feelings
in speech signals. Once suggested, the concept of SER will be extensively utilized in the domains of health and edu-
cation. Researchers are developing a wide range of methods over the last decade in order to render the SER effective
and trustworthy for real-time applications, as the SER serves a significant role in the HCI. Recognizing the expres-
sive indications and psychological realities from speech has been difficult in the last 10 years. The earlier techniques
consistently replicate the same mood for a certain party since a sudden shift in emotion is improbable. As a result,
these techniques frequently fail when something different happens. Using ML techniques like deep learning enables
the accurate detection of user emotions in the Metaverse, enhancing immersion. Reinforcement learning optimizes
adaptive content generation, providing personalized experiences. Together, they create more engaging and emotionally
resonant Virtual Reality (VR) interactions, enriching the Metaverse. The enhancement of VR experiences is a cru-
cial undertaking in the developing Metaverse, since it creates an emotionally charged and immersive digital world. To
drive this advancement, a novel strategy that makes use of the integration of SVM-NLP technology is utilized. When
neuro-fuzzy-based emotion identification and adaptive content production algorithms are combined, a newway of think-
ing is created that improves VR experiences in the Metaverse. The integration of SVM-NLP and neuro-fuzzy processes
creates a complex interaction that opens up new possibilities for the intersection of emotions, physiological signals, and
content creation.10 This enhances the Metaverse environment by providing deeper emotional connectedness and more
engagement.

The key contribution of the established outline is given as follows:

• The enormous dataset makes possible was to generate and analyze emotion identification algorithms for a wide variety
of facialmovements and emotional states using neuro fuzzy-based SVM-NLPAdaptive Content GenerationAlgorithm.

• Preprocessing is amethod used to reduce distortion and unnecessary components of frequency and improve the overall
quality of physiological data.

• A thorough knowledge of emotions is attained by utilizing Mel frequency cepstral coefficient (MFCC) features to rep-
resent emotional traits and K-means clustering to organize emotional data. This is especially useful in the context of
VR and physiological signal analysis.

• For ambiguity and intricate relationships in emotional data, the neuro-fuzzy algorithm is used. Support vectormachine
(SVM) offers reliable and effective classification, leading to accurate and comprehensible emotion detection.

• The creation of emotionally relevant and thematically relevant content is made possible by NLP, which improves the
entire Metaverse VR experience.

The remaining section of this research are broken down into the following sections. Section 2 clearly depicts
about the literature works. The proposed Neuro fuzzy-based SVM-NLP Adaptive Content Generation Algorithm is
discussed in the Section 3. The results and discussions take place in Section 4. Finally, the conclusion is discussed
in Section 4.5.
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2 RELATED WORKS

2.1 Multimodal deep learning models for emotion recognition

The study Comparing Recognition Performance and Robustness of Multimodal Deep Learning Models for Multimodal
Emotion Recognition examines the application of multimodal deep learning algorithms for emotion recognition that
make use of various data techniques (such as audio, video, and text) to identify emotions said by Liu et al.10 To efficiently
handle and combine data from diverse sources for increased emotion identification accuracy, the investigationwill proba-
bly propose and compare several algorithms for deep learning. Large, varied, balanced, andmultimodal emotion datasets
might be difficult to find, and deep learning models’ real-time application may be hampered by their computational dif-
ficulty. However, the finding is crucial because it enhances multimodal emotion detection technology, improving the
reliability and accuracy of emotion recognitionmethods. The research has potential applications in emotional computing,
interaction between humans and computers, and social robots because these fields require the development of systems
that are sensitive to human emotions in order to bemore effective and compassionate. Mustaqeem and Kwon11 discussed
in the paper that Speech is themain form of human interaction, has a lot of potential for HCIwhen usedwithmicrophone
detectors. Quantifiable identification of emotions from voice signals is a developing area of HCI research that uses these
sensors. It can be used in many different contexts, such as human-robot interaction, augmented reality behavior evalu-
ation, medical care, and emergency call centers, where it is vital to ascertain the speaker’s emotional state from speech.
The preciseness of SER as compared to current techniques is improved in this research, and the computing difficulty of
the suggested SER model is also reduced. The method extracts prominent and discriminative features from improved
voice signal spectrograms with the aid of a deep stride convolutional neural network (DSCNN) architecture and an ordi-
nary nets approach. The exact border recognition of phrases is nevertheless hampered by massive concatenated feature
fusion, which is a consequence of data sparseness.

In the contemporary social media landscape, the conventional approach of merely sharing images is insufficient to
capture attention.12 Many platforms now encourage users to accompany their images with captions or songs. Given the
vast array of songs available, selecting the most fitting lyrics for a given image becomes a challenge. To address this,
it presents a novel multimodal model designed to recommend lyric captions that harmonize with input images. The
model incorporates deep learning and object detection techniques to generate captions and word tags from images. Sub-
sequently, a convolutional neural network detects the emotion of the image, categorizing it for an appropriate emotional
match with song lyrics. Finally, a natural language processing (NLP) model refines the match among captions, word
tags, and lyrics, presenting users with suitable lyric alternatives to enhance their social media posts. Although our model
is experimented with and evaluated on Thai lyrics, its adaptability extends to lyrics in other languages, showcasing its
versatility and broad applicability.

Soft-shell crab production demands continuous visual inspections by aquacultural farmers to identify molting com-
pletion, preventing the new shell from hardening.13 This study proposes an automated solution using a vision-based deep
learning approach, focusing on the challenge of detecting crabs within obstructive box baskets. Initial attempts using
transfer learning and fine-tuning a pre-trained VGG-16 model achieved 89% accuracy, but sensitivity to image bias led to
false feature learning. Subsequently, the study employed Faster R-CNN object detection techniques, achieving crab detec-
tion with an average precision ranging from 83% to 91%. By translating crab counting results into image classification,
accuracy remained consistently high at 98%–99%. This innovative approach presents a robust solution for automating
visual inspections in soft-shell crab production, promising increased efficiency without compromising accuracy.

The Bosniak renal cyst classification system, widely utilized for assessing renal cyst complexity, presents a dilemma
as approximately half of patients undergoing surgery for Bosniak category III exhibit benign rather than malignant cysts
upon pathology analysis, resulting in unnecessary surgical risks.14 To address this issue, this study employs deep learn-
ing techniques to explore alternative analytics methods for precise binary classification of CT images, distinguishing
between benign and malignant tumors. The proposed approach involves two key steps: segmenting kidney organs or
lesions from CT images and subsequently classifying the segmented kidneys. The study introduces a novel method uti-
lizing 2.5D ResUNet and 2.5D DenseUNet for efficient extraction of intra-slice and inter-slice features during kidney
segmentation. Experimental models, trained on the Kidney Tumor Segmentation (KiTS19) challenge dataset and vali-
dated in different training environments, achieve high mean kidney Dice scores exceeding 95% on the KiTS19 validation
set. Despite a drop in performance on abdomen CT images from four Thai patients, where the best mean kidney Dice
score is 87.60%, the study offers promising insights into enhancing precision in renal cyst classification through advanced
imaging techniques.
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2.2 Advancements in speech emotion detection

Identifying emotions from recordings of voices and providing information about thewell-being of individuals are the goals
of decades of research into speech emotion detection, a fascinating subject in human–computer interaction said by Bha-
van.15 This study focuses on classifying emotions using three corpora: the Ryerson Audio-Visual Database of Emotional
Speech and Song (RAVDESS), the Indian Institute of Technology Kharagpur Simulated Emotion Hindi Speech Corpus,
and the Berlin EmoDB. Researchers compressed and evaluated the data using spectral characteristics to get the key fea-
ture set. Researchers provide a feasible approach for this job that uses a bagged ensemble with support vector machines
and a Gaussian kernel for improved performance. The outcomes demonstrate the success on the previously mentioned
datasets. Cimtay and Ekmekcioglu16 exposed that the electroencephalogram (EEG), which has an advantage compared
to visual or spoken cues for emotion recognition, is appealing in investigations on emotion recognition because of its
immunity to human deceitful behaviors. Yet, a major obstacle to subject-independent accuracy in EEG-based emotion
identification is the diversity in EEG patterns between people and over time. This study uses pretrained convolutional
neural network (CNN) architecture to improve subject-independent recognition efficiency. By removing erroneous obser-
vations inside the range of predictions of emotions, a median filter is also used to increase classification accuracy. With
regard to the potential applications, facial emotion recognition (FER) has attracted a lot of interest in the scientific com-
munity said by Akhand et al.17 Mapping different expressions on the face to their corresponding state of mind is the main
objective of FER. Feature extraction and emotion recognition are typically the two main phases in FER. Due to its capac-
ity for automatically obtaining information from images, Deep Neural Networks, particularly CNN, are currently used
extensively in FER. Standard depth CNNs, on the other hand, lack the capacity to successfully extract emotion data from
images with a high resolution. Additionally, the majority of approaches now in use only consider frontal views, ignoring
perspective views, which are crucial for a functional FER system that can operate from various angles.

VR holds substantial promise across various domains, particularly in business and psychology, by offering realistic,
safe, and controllable simulations for research, training, and enriched consumer experiences.18 In the Metaverse, where
virtual representations of people, known as avatars, play a pivotal role, themeticulous design of their non-verbal behaviors
becomes crucial for a truly immersive experience. This paper focuses on understanding how users perceive avatar non-
verbal behaviors, including body posture, facial expression, and headmovement, in VR contexts. Through an experiment
involving 125 participants, the study validates the perception of emotional valence and arousal levels in VR, yielding a
library of nonverbal behaviors corresponding to different emotional states. Additionally, the research explores the impact
of low-end versus high-end VR headsets and photo-realistic versus cartoon avatars. The findings offer valuable insights
for designing realistic, challenging, and interactive virtual audiences, enhancing the overall VR experience.

This review explores the impact of VR on emotions, recognizing the potential of VR to create environments mirroring
real experiences.19 A thorough search, covering the Scopus database and other sources, resulted in the analysis of 16
studies meeting specific criteria, such as user interaction and the application of VR software development. Unity was
prevalent in 81.25% of the articles, andHTCVive featured in 37.5% of the research. The duration of VR experiences ranged
from a minimum of 1min to a maximum of 30min. Notably, only 18.75% of the articles discussed theories of emotions,
with a majority (56.25%) utilizing VR to influence users. Additionally, only one article aligned with ISO 25000 standards,
highlighting the need for more comprehensive evaluation frameworks in the field of VR and emotions.

In this research, the focus lies on enhancing the expressiveness of avatars in shared virtual environments within the
emerging Metaverse.20 The study compares two real-time modalities for conveying expressions in virtual reality using
realistic, full-body avatars through a user study. The first modality employs dedicated hardware, including eye and facial
trackers, to map the user’s facial expressions and eye movements onto the avatar model. The second modality utilizes
an algorithm that approximates facial motion by generating lip and eye movements based on an audio clip. The user
study involved participants observing avatars portraying various emotions, and the evaluation emphasized social presence
and emotion conveyance. Results indicated that facial tracking using dedicated hardware was significantly superior in
conveying sadness and disgust, while differences were less evident for happiness and fear. No significant distinctions
were observed for anger and surprise. These findings contribute valuable insights into optimizing avatar expressiveness
for enhanced user experience and social presence in shared virtual environments.

2.3 Advances in facial emotion recognition with FERC

Mehendale21 discussed in the paper that humans have historically had no trouble recognizing emotional expressions
in facial expressions, but computer algorithms find this task to be quite difficult. Nevertheless, emotion recognition
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from images is now possible because to recent advances in computer vision and machine learning. The facial emo-
tion recognition utilizing convolutional neural networks (FERC) method is a revolutionary technique that is introduced
in this research. The foundation of the FERC model is a two-part CNN, with the first component concentrating on
elimination of background from the image and the second part on extracting the facial feature vector. An expres-
sional vector (EV) is used in the FERC concept to categories normal facial movements into five different categories.
The use of face masks has increased significantly as a result of the Covid-19 outbreak, which is good for reduc-
ing infections yet raises questions about how it will affect social interaction. In this study said by Batbaatar et al.,22
researchers investigate how face re-identification, recognition of emotions, and trustworthiness attribution alter when
faces are observed without a mask, with a normal clinical face mask, and with an opaque face masks that recov-
ers sight of the mouth area. In contrast to typical clinical face masks, which dull the feeling of trustworthiness, the
outcomes show that transparent mask keep their capacity to recognize facial expressions and infer trustworthiness.
Transparent face masks, curiously, do not appear to effect later face re-identification, showing an estrangement among
systems that regulate emotional and identification processing, even while they have no impact on emotion trust and
recognition attribution. Mastering face reading when a facial mask covers the lower half of the face is dependent on
this research.

The earlier techniques consistently replicate the same mood for a certain party since a sudden shift in emotion is
improbable.23 As a result, these techniques frequently fail when something different happens. In order to address this, a
novel Neuro Fuzzy-based SVM-NLP Adaptive Content Generation was implemented in this research.

3 PROPOSED SVM-NLP FRAMEWORK

The dataset second-hand for the process of training and testing is the Affect Net dataset. This is employed to
show the efficacy of the analysis and to find the emotions of peoples. Preprocessing is used to eliminate the
unwanted noise distortions and improve specific qualities that are essential for the process. Correspondingly, the
standard SVM-NLP technique is employed for the VR experience in the Metaverse to detect the emotions of
humans. Furthermore, it is employed to attain a better accuracy value. Figure 1 shows the architecture of proposed
SVM-NLP framework.

Figure 1 shows the architecture of proposed SVM-NLP framework. It involves steps like Steps like normalizing and
FFT are used in MFCC to extract sound features. K-means helps identify patterns by segmenting data.

F IGURE 1 Architectural diagram of proposed SVM-NLP framework.

 25778196, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/eng2.12894 by Test, W

iley O
nline Library on [10/04/2024]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



KHALAF et al. 7 of 19

3.1 Data collection

The dataset utilized here is the Affect Net dataset.24 In this study, the Affect Net dataset serves as the primary source
for emotion data, comprising approximately 40,000 datasets. To ensure a robust and comprehensive investigation, a bal-
anced approach is adopted, with 50% of the datasets allocated for the training process and the remaining 50% for testing.
This careful partitioning of the dataset is crucial for evaluating the proposed neuro-fuzzy-based emotion recognition and
adaptive content generation algorithms. The utilization of a substantial number of datasets allows for a diverse and repre-
sentative sample, enhancing the model’s ability to generalize and accurately recognize emotions across various scenarios
within theMetaverse context. The balanced distribution between training and testing datasets ensures a thorough assess-
ment of the model’s performance, validating its efficacy in real-world applications and contributing to the reliability of
the study’s findings.

3.2 Preprocessing

Beforehand separating the characteristics, the samples are subjected to a method called preprocessing.25 Some samples
will have noise and other incorrect data, as well as certain contextual differences. By applying filters, it might get removed
at this stage. The samples in this research are cleaned up using a Chebyshev filter. The Chebyshev filter is chosen for
preprocessing due to its ability to efficiently remove high-frequency noise in physiological data, such as biometric signals.
Its sharp roll-off characteristics help maintain the integrity of emotional data extracted from physiological reactions,
enhancing the accuracy of emotion recognition in the Metaverse.

3.3 Feature extraction

Feature extraction is the process of taking the most important and instructional characteristics out of raw data. The data
must be transformed into a more compact, relevant space for features while keeping crucial patterns and traits.26 By
distinguishing these qualities, the focus is placed on acquiring the essential elements of the data that are required for
evaluation, classification, or other operations, which reduces extra or redundant details from the data. The aim of the
method of feature extraction is to produce a concise and thorough representation that renders the data analysis and
simulation more effective and efficient. This will vary depending on the data source and issue region.

3.4 Mel frequency cepstral coefficients

The idea of Mel reciprocity was created by Davies and Mermelstein to explain how the human auditory system
reacts to vibrations of various wavelengths. As shown in Equation (1), the Mel frequency and linear frequency have a
quantitative relation.

fmel = 2696 × log10

(
1 +

f
800

)
(1)

The MFCC operates on the idea of Mel frequency, that is one of the most commonly employed and effective charac-
teristic variable representations and may account for the phenomenon of multilayer channel imperfection. Normalized
processing, framing, windowing, fast Fourier transform (FFT), Mayer filter group filtering, logarithmic, and discrete
cosine transform (DCT) are the different steps in the MFCC extraction procedure. The technique of separating MFCC
with emotions like a joyful tone is demonstrated in the sample that follows.

3.4.1 Normalized processing

In order to produce a signal with sound y (n), the speech is normalized.
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3.4.2 Framing

Framing is the procedure of converting the time series into a sequence of frame with partially overlapped portions. If the
frame’s values are too large to be separated, the final zero is appended to the full frame.

3.4.3 Windowing

Windowing is used to reduce the gap among frames that develops after framing to a particular degree. The Henning
window, as well as rectangular and triangular windows, is the standard. The Henning window is used by convention. The
particular equation is displayed in Equation (2).

u(m) = 0.5 ×
(
1 − cos

(
2𝜋m

(M − 1)

))
, 0 ≤ m ≤ M − 1 (2)

3.4.4 Fast Fourier transform

In (3), the speech information is subjected to a FFT.

yb(l) =
M−1∑
m=0

y(m)e−i𝜔l, 0 ≤ l ≤ M (3)

Here, 𝜔l=
2𝜋
M
l,M is represented as the length and y(m) is represented as the input signal.

3.4.5 Mayer filter group filtering

Build a Mayer filter bank and the electromagnetic spectrum is put through the dot-product operations in order to accom-
plish a dot conversion from the power wavelength to a Mayer frequency that is nearer to the human ear’s function. By
utilizing (4), the Eigen frequencies of the filter are scattered equally across the Mel frequency range.

g(k) = M
Gt
f −1

(
f (Kk) + k ×

f (Vk) − f (Kk)
N + 1

)
(4)

Here, Gt is represented as the frequency of actual acquisition;M is represented as the length of FFT; N is represented
as the number of filters; f (Kk) is represented as the lower limit frequency of single filter; f −1 is represented as the inverse
function and this can be calculated from (1).

3.4.6 Logarithmic

To imitate the logarithmic characteristics of the human ear, the major goal of collecting logarithms. To get the range of
energy, the logarithmic conversion is required. In (5) and (6), the exponential transformation is shown.

R(n) = ln

(N−1∑
l=0

|Yb(l)|2 In(L)
)
, 0 ≤ n ≤ N (5)

N−1∑
n=0

In(L) = 1 (6)

Here, In(l) is represented as the frequency of triangular filter; N is represented as the triangular filter.
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The discrete cosine transformation is followed by generation of the MFCC constants through (7).

D(m) =
M−1∑
n=0

r(n) cos
(
𝜋m(n − 0.5)

N

)
,m = 1, 2, … K (7)

Here, K is represented as the number of MFCC coefficients and N is represented as the triangular filter.

3.5 Segmentation by K means clustering

A dataset or an image is segmented into unique and significant subsets or areas based on shared attributes. It makes it
simpler to understand and obtain pertinent information from complicated databases or images throughmaking it simpler
to discover patterns, group related components, and perform statistical analysis or image manipulation activities. Data
are divided intoK separate clusters using the unsupervisedmachine learning technique K-means clustering, whereK is a
user-defined value. The information points are repeatedly assigned to the closest clustered median utilizing the method,
and the centroids are subsequently updated using the average of the data points inside every cluster. The cluster centroids
continue tomove through this procedure until convergence.27 The objective of the algorithm is to reduce the sumof square
within-cluster lengths, efficiently combining similar information and forming different clusters. K-means clustering is
a popular technique for organizing and comprehending patterns of data in huge datasets. It is employed for a variety
of applications, including segmentation of customers, compression of images, and identifying anomalies. The K-means
clustering procedures have some of the following techniques and are given below in steps.

Step 1: It is necessary to identify the core and the L-cluster.
Step 2: For each pixel, the Euclidean distance Ed is provided and is stated in (8).

Ed = ||h(i, j) − Pl|| (8)

Step 3: The logic for allocating all of the pixels to the middle is Ed.
Step 4: By ensuing the task assigned to all the pixels, the new center positions are re-computed by Equation (9)

Pl = 1
L
∑
j∈Pl

∑
i∈Pl

h(i, j) (9)

Step 5: Continue doing this until the requirement is met.

3.6 Classification

An essential task inmachine learning and pattern recognition is the classification or labeling of data into specified groups
or divisions in accordance with its traits or features. The initial step in the classification process is to build an algorithm
utilizing machine learning on a set of labeled information that is connected to recognized classification identification.
The algorithm for machine learning modifies from the data used for training to look for connections and trends between
the characteristics and the appropriate class labels. After been trained, the model with predictions can be utilized for
predicting the labeling of categories of new, unidentified information. The accuracy and effectiveness of the system of
classification are evaluated based on the degree to which it can classify data into relevant subcategories.

3.6.1 Support vector machine

Supervised machine learning technique that may be used for both regression and classification problems is the SVM.
SVMs are often used in NLP for sentiment analysis, text categorization, and other language-related tasks. An effective
supervisedmachine learning technique employed in both regression and classification applications are the SVM. In spaces
with many dimensions, SVM functions well. It is useful for applications like text categorization and gene expression
analysis since it performs well even in cases when there are more dimensions than samples. SVMs seek to maximize the
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10 of 19 KHALAF et al.

margin, or the separation between the decision border and the points of various classes that are closest to each other.
Better generalization and a decreased danger of over fitting are frequently the results of this margin-maximizingmindset.
SVM’s main objective is to identify the optimum hyper plane for classifying the data space’s categories. SVM determines
the hyper plane for a binary classification that minimizes the border, which is the separation among the hyper plane
and the nearest data points (support vectors) for each class. Because of its strength toward over fitting and effectiveness
in high-dimensional spaces. Additionally, SVM can deal with both linearly separable and non-linearly separable data
by employing a variety of kernel algorithms that raise the source information’s spatial scale, allowing for the usage of
a linear hyper plane for categorization. SVMs work effectively on datasets that range in size from small to larger. They
can handle modest quantities of data effectively with the right optimization and the application of kernel functions,
even though their training times might be longer on bigger datasets. Because of its adaptability and solid conceptual
underpinning, SVMmaintains to be a preferred option for task classification in a number of fields, notably categorization
of texts, image recognition, and biotechnology. Finding the global optimum can be more difficult with neural networks
or other techniques, but SVMs’ convex optimization problem guarantees convergence to the global minimum, offering a
unique approach.

3.6.2 Adaptive content generation based natural language processing algorithm

A complex computational method called adaptive content generation, which is centered on NLP, constantly develops
material that is adapted to certain settings and preferences of the user.28

The system analyses input data, including interactions between users or domain-specific data, using cutting-edge
NLP methods to generate highly pertinent and customized content. The developed material is kept current and accurate
in terms of context by adapting its results to accommodate evolving input. The use of this potent technology extends
to chatbots to communicate, content suggestion systems, and language generating jobs, all of which improve the user
experience by presenting relevant and interesting information in context. The algorithm for the proposed SVM-NLP is
given below and the flowchart of SVM-NLP framework was shown in Figure 2 (Algorithm 1).

Figure 2 depicts the overall flow diagram of the proposed SVM-NLP Framework. Chebyshev filter is used in pre-
processing and MFCC and K means clustering is used for feature extraction and segmentation. SVM-NLP is employed
for classification.

4 RESULTS AND DISCUSSIONS

The suggested technique has been examined bymeans of some datasets. Here, the neuro fuzzy SVM-NLP adaptive content
generation framework is secondhand in this investigation for the enhancement of VR in the Metaverse for the detection
of emotion recognition. The depiction of the suggested method is deliberated by certain factors such as Accuracy, Recall,
Precision, F1-score.

4.1 Performance metrics

Accuracy, which represents as a percentage of every instance in which a data set has been accurately categorized, is the
metric that is the easiest to comprehend. It offers a thorough indication of general accuracy. The accuracy equation is
presented in Equation (10) below

Accuracy = (TP + TN)
(TP + TN + FP + FN)

(10)

Precision is the proportion of the occurrences that were precisely foretold as positive to all other cases. The precision
calculation is offered in Equation (11) below

Precision = TP
(TP + FP)

(11)
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KHALAF et al. 11 of 19

F I GURE 2 Flowchart of proposed SVM-NLP framework.

Algorithm 1. SVM-NLP

Input: Image data
Output: Faces with different types of emotions
Collection of data //Affect Net Dataset
Pre-processing //Chebyshev Filter
Feature Extraction //MFCC
fmel equation is given in Eq. (1)
Windowing equation is given in Eq. (2)
Fast Fourier Transform equation is given in Eq. (3)
MFGR equation is given in Eq. (4)
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12 of 19 KHALAF et al.

Logarithmic equation is given in Eqs. (5) and (6)
Discrete Cosine Transform equation is given in Eq. (7)
Segmentation //K means clustering
Euclidean Distance equation is given in Eq. (8)
Centroid equation is given in Eq. (9)
Classification using SVM NLP
Initialize the transformer and NLP Classifier
Training the classifier
Initialize SVM Classifier //SVM-NLP
Comprise modifiers; //Add the utilization of transformers to the imports.
Comprise NLP
Load the data that is utilized for the training process
Train x_data= read_data (samples_ training);
Train y_data= read_data (result_ training);
Specify the transformer set to be used
Set models=Group of transformers;
List the embedded trained dataset [];
Train the weak learner linked to every transformer
for each transformer modules do
NLP classifier;
Model generate embedding (x_train); Array embedding
Classifier training;
Store the data obtained by the poor learner
Stop

Recall processes the percentage of properly projected helpfulmeasures that really arisen among all satisfactory circum-
stances. It scales how effectively the model can classify each positive occurrence. In Equation (12), the recall formulation
is offered.

Recall = TP
TP + FN

(12)

The F1-score is produced by efficiently summing precision and recall. By mixing the two dimensions, it creates a
sole number that delivers an exact assessment of a representation’s efficiency. In Equation (13), the F1-Score calculation
is delivered.

F1 − Score = 2 × (Precision × Recall)
(Precision + Recall)

(13)

Table 1 gives the accuracy values of the proposed method with the existing methods like FER using CNN- and
EEG-based bio signal method.

Figure 3 shows the comparison Accuracy graph of the proposed method and the existing methods like FER using
CNN- and EEG-based bio signal method. Moreover, the proposed method produces the higher accuracy of about 90%
than the other two methods. Table 2 gives the performance comparison with the other methods.

TABLE 1 Comparison table of accuracy.

Method Accuracy

FER using CNN 78

EEG based bio-signal method 82

Neuro fuzzy 92

Abbreviations: CNN, convolutional neural network; FER, facial emotion recognition; EEG, electroencephalogram.
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KHALAF et al. 13 of 19

F I GURE 3 Comparison graph of accuracy.

TABLE 2 Performance comparison with existing methods.

Methods Precision Recall F1-score

MARBERT29 56.9 56.7 54.8

Bi-LSTM29 53.1 56.9 50.56

Bi-GRU29 60.23 54.89 60.56

Proposed method 80.5 85 87

0

20

40

60

80

100

MARBERT Bi-LSTM Bi-GRU Proposed

Method

Performance Comparison

Precision Recall F1-score

F IGURE 4 Comparison graph with exiting methods.

Figure 4 shows the comparison accuracy graph of the proposed method and the existing methods like MARBERT
using BI-LSTM and Bi GRU-based bio signal method. Moreover, the proposed method produces the higher scores than
the other methods.

4.2 Confusion matrix and heat map

The confusion matrix offers a thorough assessment of the effectiveness of emotion recognition by showing the propor-
tion of correct and incorrect forecasts for every emotional category and its pictorial representation is given in Figure 5.
Scientists and users can understand the algorithm’s advantages and disadvantages in identifying different feelings in
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14 of 19 KHALAF et al.

F IGURE 5 Confusion matrix of emotions.

F IGURE 6 Heat map matrix before and after adaptive content.

the virtual Metaverse space by using the heatmap that comes with the study30 and its pictorial representation is given
in Figure 6. The use of these analytical instruments provides useful information about the functionality and possible
enhancements of the newly developed neuro-fuzzy-based SVM-NLP emotion recognition for future developments in VR
and their wide use in the Metaverse.

4.3 Average frequency graph

The average frequency graph can indicate how feelings are distributed among different classifications, such as joy, sorrow,
rage, astonished, and neutral, and can also demonstrate which feelings are more or less prevalent in the data that has
been gathered.31 These data can help in evaluating themethod’s efficiency, especially if it excels at over representing some
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KHALAF et al. 15 of 19

F I GURE 7 Adaptive frequency graph.

F IGURE 8 Average session graph.

emotions while having trouble with others. Figure 7 shows the average frequency length over a period of 10weeks before
and after adaptive content visit.

4.4 Average session graph

The average session graph is a time-based illustration that enables researchers to examine how the software performs as
users engage with it repeatedly or over an extended period of time.32 Researchers can identify trends and patterns in the
platform’s behavior by graphing metrics like emotion detection accuracy, content relevancy, user happiness, or any other
pertinent indicators of performance. Figure 8 shows the average session length over a period of 10weeks before and after
adaptive content visit.
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16 of 19 KHALAF et al.

F IGURE 9 User satisfaction graph before and after using adaptive content.

TABLE 3 Precision, Recall, and F1-score of different types of emotions.

Classes Precision Recall F1-score

Happy 0.90 0.96 0.93

Sad 0.90 0.86 0.88

Angry 0.95 0.95 0.95

Surprised 0.96 0.88 0.91

Neutral 0.89 0.94 0.91

The level of comfort and acceptance that users show concerning the ability of the system to correctly identify and
react to their respective emotional states is referred to as user satisfaction. High satisfaction among users shows that the
emotion detection technology successfully records and translates users’ feelings, resulting in a more individualized and
comprehensive experience.33 Users who are happy with the system are more inclined to think of it to be responsive and
sympathetic, which encourages confidence and emotional investment. In order to improve user interactions, optimize
user interfaces, and ensure that the systemhas practical applicability in a variety of real-world circumstances, it is essential
to comprehend user satisfaction in emotion recognition. Figure 9 shows the diagrammatic representation of the user’s
satisfaction before and after introducing the adaptive content.

Table 3 shows the performancemetrics of precision, recall andF1-score value of different types of emotions likeHappy,
Sad, Angry, Surprised, and Neutral. Figure 10 shows the performance metrics graph of Precision, Recall, and F1-score of
different kinds of emotional faces of peoples.

4.5 Discussion

In order to improve VR experiences in the Metaverse, the research investigates neuro-fuzzy-based SVM-NLP emotion
recognition adaptive content generation methods. Outcomes are used to assess the effectiveness of emotion recognition,
comprising an accuracy graph and confusion matrix. The average frequency graph examines the dataset’s distribution
of classes and identifies any potential abnormalities. The typical session graph analyses effectiveness over a period of
time and identifies patterns and incremental advancements. The focus on user pleasure draws attention to the value
of emotional interactions in fostering favorable attitudes and user engagement. In general, the investigation improves
VR technology, offering profoundly emotional and comprehensive metaphysical experiences for leisure, learning, and
mental wellness. The proposed paper introduces a methodology for real-time emotion recognition within the Metaverse
using neuro-fuzzy-Based Emotion Recognition and Adaptive Content Generation Algorithms. However, a critical con-
cern that remains unaddressed is the issue of latency. The paper should meticulously investigate and quantify the time
required to obtain emotion detection results using the proposedmethodology. Understanding the latency associated with
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F I GURE 10 Performance metrics graph of different types of emotional faces.

the emotion recognition process is essential for assessing the feasibility of real-time applications, particularly in scenarios
where swift responses, such asmodifying avatar expressions or adapting content, are crucial for enhancingVRexperiences
within the Metaverse. Addressing this fundamental issue would significantly contribute to the practical applicability and
effectiveness of the proposed methodology.

5 CONCLUSIONS AND FUTURE WORK

The final result of the study highlights the breakthrough impacts of the Metaverse on social interactions and the
interaction with digital information while emphasizing the need for modern technology that can understand users’
emotions and offer adaptable, customized solutions. The researchers suggest a unique method, the neuro-fuzzy-based
SVM-NLP Adaptive Content Generation Algorithms, to solve this problem by generating highly engaging and person-
alized experiences within the Metaverse. Employing biometric information, the neuro-fuzzy SVM algorithm precisely
determines individuals’ state of emotions, and NLP content generating algorithm improve the accuracy of emotion
classification. NLP incorporation makes it possible to alter individuals, tales, and interactive elements in real-time,
improving user pleasure and immersion in VR. The acquired results reveal the SVM-NLP method’s excellent accu-
racy in recognizing emotions, highlighting its ability to increase the impressiveness and mental engagement of the
Metaverse. As a consequence, this combination opens the door for many applications that improve human–computer
interactions, including virtual rehabilitation, education, entertainment, and social networking. This method’s accom-
plishment, which achieved an astonishing accuracy of about 92%, provides the groundwork for future developments
in emotion-aware methods, offering more engrossing and emotionally stimulating moments inside the changing
Metaverse environment.

Future studymight investigate feasible uses of the suggested strategy, enhance computational effectiveness, and carry
out user research to assess its effects on diverse Metaverse applications and populations of users. In the future, further
advancements in enhancingVR experienceswithin theMetaverse can be achieved through the integration of cutting-edge
technologies such as Neuro-Fuzzy-Based Emotion Recognition and Adaptive Content Generation Algorithms. Incorpo-
rating neuro-fuzzy systems into emotion recognition can lead tomore nuanced and accurate understanding of users’ emo-
tional states, allowing for personalized and responsive content generation. Efficient real-time processing is imperative in
theVR andMetaverse domain, particularly for swiftly detecting and processing emotions to enhance data utilization, such
as adapting avatar expressions based on recognized emotions from vocal flow. To ensure a seamless user experience, it is
crucial to investigate the feasibility of analyzing the real-time processing capabilities of the proposed Neuro-Fuzzy-Based
Emotion Recognition system. Addressing potential limitations is equally vital, necessitating an open acknowledgment
and discussion of challenges related to emotion detection and content adaptation speed in the conclusions, along with
transparently identifying impediments like bottlenecks, technological constraints, or computational limitations. Propos-
ing future research directions to overcome these challenges contributes to a comprehensive understanding of the proposed
system’s capabilities and provides valuable insights for enhancing VR experiences within the Metaverse.
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