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ABSTRACT
Amodel with high accuracy of machine failure prediction is important for anymachine life cycle. In this paper,
a prediction model based on machine learning methods is proposed. The used method is a combination of
machine learning algorithms and techniques. Themachine learning algorithm is a datamining technique that
has beenwidely used as a predictionmodel for classifying problems. Five algorithms have been tested includ-
ing JRIP, logistic, KStar, Bayes network and decision table machine learning. The evaluation process is done
by applying the algorithms on a predictive dataset using different performance measures. In the proposed
model, the feature selection and voting techniques are used and applied in the classification process for each
classifier. From the comparison of the result, the feature selection shows the best performance result. Paired t-
test evaluationmeasures were considered to confirm our conclusion. The best accuracy result among the five
classifiers shows that joint reserve intelligence classifier can be used to predict the failure with an accuracy
high as 0.983. Applying classifier subset evaluation using the JRIP classifier can enhance the accuracy result to
be 0.985. The finding shows that the proposed model improves the results of the classifiers.
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1. Introduction

Machine failure prediction is a critical process that plays a crucial
role in ensuring a better understanding of a machine’s progress.
Accurately predicting machine failures is challenging due to various
external factors and the uncertainty surrounding which compo-
nent will fail, why, and when. The ability to estimate the probabil-
ity of imminent machine failure is a significant challenge. Failures
of machines can have a significant impact, especially in industries
where tangible products are produced. Compromised product qual-
ity without immediate detection can lead to project delays or cancel-
lations. Additionally, themanpower required to address these failures
promptly far exceeds that needed for regular machine operations.
Without an effective prediction technique, the costs incurred can
extend beyond monetary and temporal factors, potentially resulting
in the loss of customer loyalty and diminished market competitive-
ness. Ultimately, businesses may face severe consequences, including
the risk of closure. Furthermore, unexpected machine failures can
disrupt data flow, leading to substantial losses in critical or historical
data.

Designing a model that can accurately predict machine failures is
of utmost importance. Such a model can provide valuable insights
into when, where, and what types of machine failures are likely to
occur. It has the potential to significantly reduce maintenance and
replacement costs, as well as minimize downtime. The ability to
predict machine failures is a key factor in ensuring project success
and the production of high-quality goods. Early warning systems
and proactive measures are vital to mitigating the damages associ-
ated with failures, as they allow for sufficient time to save and back
up data that may be at risk during the failure event. While numer-
ous models have been proposed for failure detection, diagnosis, and
prediction, further research is needed to explore the limitations of
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existing approaches. This paper presents amachine failure prediction
model based on Machine Learning (ML) techniques.

In this study, we propose a prediction model for machine failure
using a combination of machine learning algorithms and techniques.
The model leverages fiveML classifiers, namely decision table, Bayes
network, KStar, logistic regression, and Joint Reserve Intelligence
(JRIP).We also apply feature selection and voting techniques to these
classifiers and compare the results with those obtained prior to apply-
ing feature selection and voting. The feature selection algorithms
employed include Classifier Attribute Evaluation (CAE), Correlation
Attribute Evaluation (COAE), Infogain Subset Evaluation (ISE), and
Classifier Subset Evaluation (CSE). To confirm the superiority of our
proposed approach, we perform paired t-tests. Specifically, we com-
pare the performance of JRIP-CSE, which incorporates classifier sub-
set evaluation on the JRIP classifier, with the performance of other
methods by calculating Probability Values (P-Values). The results
demonstrate that JRIP-CSE outperforms other methods and exhibits
statistically significant differences. In the remainder of this paper, we
provide an overview of related work in Section 2 and describe the
dataset used in Section 3. Section 4 explains the methodology, fol-
lowed by the evaluation criteria in Section 5 and the experimental
results in Section 6.We discuss the threats to validity in Section 7 and
conclude with the main highlights and contributions of this work in
Section 8.

2. Related work

ML can be applied to predict machine failure. Matzaka [1] explained
how a decision model can use the information of the training data
and process the information through several intelligent algorithms.
The work in Matzka [1] and Molnar [2] described two ML models.
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Explainable model using decision trees and explanatory interface.
Gunning et al. [3] explained that Explainable Artificial Intelligence
(XAI) is one of the ML models that makes machine behaviors more
intelligible to humans. Gunning et al. [3] mentioned that XAI should
be capable to tell what it has done, what is doing now, and what will
happen next. The work in Benkedjouh et al. [4] used Support Vector
Machine (SVM) as ML model that can predict the Remaining Use-
ful Life of the machine (RUL). Matzaka [5] proposed a method using
ML to increase the efficiency of the screw fasting process, which has
the benefit of early prediction in the process quality.

In prediction decisions, interpretability is needed for decision-
makers to help in providing reasoned justifications. Matzaka [1]
talked about the models that can be used as interpretabilities’ mod-
els, such as linear regression, decision trees and decision rules.
Matzaka [1] explained themodel-agnostic methods for the black box
model such as explaining individual predictions, feature importance
and accumulated local effects.

End users normally do not trust the result of the ML predictions.
Kulesza et al. [6] proposed an approach called Explanatory Debug-
ging (ED). ED approach explains the reasons for any prediction to
the end users. This explanation will help the users to build a mental
model of ML while the process of explaining the correction back to
the system. The work in Kulesza et al. [6] concluded that ED builds
better mental models than the black box which is the traditional
learning system.

Measuring and evaluating the effectiveness of an explanation is
very important in predictivemachine failure. Gunning et al. [3]men-
tioned that user satisfaction can be rated in terms of clarity and utility
of an explanation through a subjective rating. This leads that themea-
sures are subjective. Although Gunning et al. [3] and Samek et al. [7]
ensured that task performance might be one of the measures that
are objective for an explanation’s effectiveness. The work in Gun-
ning et al. [3] concluded that the measurement and the evaluation
for XAI systems include common sense, evaluation frameworks, dif-
ferent thinking, and argumentation. Thework inMatzka [1] used the
bag of trees classifier as an evaluating measure on the used predictive
maintenance dataset. The work in Matzka [1] and Molnar [2] con-
cluded that the explanatory model has limitations in the quality of
the explanation whereas the decision tree model has limitations in
the number of the explanation.

A lot of challenges are there when an explainablemodel is used for
predictive machine maintenance. The intersection of ML and expla-
nation is not easy. Ribeiro et al. [8] ensured that it is difficult to act
on human behalf using context-aware systems. The work in Tomsett
et al. [9] and Ribeiro et al. [8] considered interpretability as a chal-
lenge becauseML systemsmust provide a level of high explanation to
confirm the justification needed. Bellotti et al. [10] ensured that it is
difficult to act on human behalf using context-aware systems. Rather,
systems needed to be able to defer to users in a non-obtrusive fash-
ion and with high efficiency. Both Gunning et al. [3] and Bellotti and
Edwards [10] proposed a design framework that can understand the
human aspects of context. Four designed principles have been pre-
sented by the framework. Those principles support the intelligibility
of system behavior, accountability of humans as well as several details
of human context. Bellotti et al. [10] highlighted that the knowledge
and background of each user make the interactive and the feed-
back is different from one user to another. Gunning et al. [3] talked
about the balance between accuracy, interpretability, and tractability
as another challenge. Gunning et al. [3] concluded another challenge
in explaining competencies versus explaining decisions.

ML used the knowledge of understanding and monitoring the
previous performance to predict and optimize the efficiency of the
overall production. The work in Campos et al. [11] and Irrera
and Vieira [12] used ML in the Online Failure Prediction (OFP)

Figure 1. Block diagram of the proposed method using JRIP-CSE method.

technique to avoid failures by prediction. Various ML in Cam-
pos et al. [11] had been studied on three datasets and concluded
that using the same data, with different ML algorithms and tech-
niques directly influence the prediction performance. Both Matti-
oli et al. [13] and Perico and Mattioli [14] explained that ML can
improve the Total ProductionMaintenance (TPM) by predicting any
future event or behaviors for the machine. Mattioli et al. [13] pro-
posed ML model based on the current state of a system as well as
the analysis of past data. Mattioli et al. [15] ensured that insufficient
prior knowledge of critical components will increase the uncertainty
in failure diagnoses when using the ML models, this will affect the
accurate failure estimation of the machine Remaining Useful Life
(RUL).

In this paper, different techniques, procedures, and classifiers are
used on the same dataset that is used inMatzka [1]. Five differentML
classifiers are applied, as far as our knowledge those five classifiers
have not before experimented on the same dataset. Feature selection
technique is used with a 10-fold cross-validation procedure rather
than fivefold cross-validation which was used inMatzka [1], Jain and
Singh [16], Fathima et al. [17], Belete and Huchaiah [18], Talapula
et al. [19] and Choudhary et al. [20]. The Voting technique is used
using the average probability voting rule for the five classifiers, from
our finding, this technique has not been applied before on the used
dataset.

3. Proposedmodel

The proposed model used in this paper is presented as a block dia-
gram in Figure 1. The model consists of three stages which are using
single ML classifiers, applying ML techniques and finally selecting
the highest performance method. Amodification is done on the fail-
ure class type which is one of the dataset features. The change is
needed because most of our classifiers are worked well on a nominal
class attribute.

Mathematical model representation of the proposed work
Our proposed machine failure prediction model can be repre-

sented mathematically as follows:
Let X be the dataset containing n instances, denoted as X =

(x1, y1), (x2, y2), . . . , (xn, yn), where xi represents the feature vector
for the ith instance and yi is the corresponding target class label
(machine failure or non-failure).
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We assume the set of classifiers, C = C1,C2, . . . ,Cm, consists of
five machine learning classifiers: Decision Table, Bayes Network,
Logistic Regression, JRIP, and KStar. Each classifier Ci is trained on
the dataset X to predict machine failures, and let F be the set of fea-
tures in the dataset. We have dataset X containing instances and the
corresponding target class labels Y. In Stage 1, we train each clas-
sifier c in C using the dataset X. Moving to Stage 2, we apply ML
techniques for feature selection to identify the most relevant features
from F. Proceeding to Stage 3, we apply a voting technique to aggre-
gate the results of the trained classifiers in C. Finally, in Stage 4, we
evaluate the performance of each method based on the f -measure
values. From each stage, we select the method with the highest per-
formance result, taking into account the selected features and the
voting aggregation.

The following sections describe each stage in our model:

3.1. ApplyingML technique

The second stage of the proposed model is applying the ML tech-
nique. The ML technique as illustrated in Figure 1 consists of two
steps, which are:

3.1.1. Feature selection
Feature selection is a crucial machine learning technique employed
to choose a subset of the most effective attributes from the dataset.
Two primary methods, namely the filter method and wrapper
method, are commonly used for feature selection. The wrap-
per method evaluates the features by incorporating them into an
algorithm, while the filter method extracts relevant features based
on the general characteristics of the dataset. In this paper, we employ
three filter methods, namely Classifier Attribute Evaluation (CAE),
Correlation Attribute Evaluation (COAE), and Infogain Subset Eval-
uation (ISE). Additionally, we utilize one wrapper method known as
Classifier Subset Evaluation (CSE).

The feature method technique ranks all attributes from the high-
est relevance to the least. Thus features were selected based on the
best performance result of the classifier with a smaller number of
attributes. The experiment in this paper is done by excluding the low-
est two attributes in the feature selection ranking for all the classifiers,
this is done because the results did not improve whenmore than two
attributes were excluded.

3.1.2. Applying voting technique
The last step of stage 2 is applying the technique of vote aggregating
that merges the results of more than one classifier. All five classifiers
are used as base classifiers with an average probability voting rule.

3.2. Highest performancemethod

The final stage of the proposed model is selecting the best method
based on the best performance result. As shown in Figure 1 compar-
ison is done between the results of the previous stages. The method
that has the highest performance result from each stage has been
selected as one of the bestmethods. Paired t-test evaluationmeasures
on the f -measure values were considered to confirm the conclusion
of the best result from each stage. Paired t-tests are performed by
pairing up the method that shows the best result which is JRIP-CSE
with other classification methods which are JRIP and vote. This is
done to compute Probability Values (P-Values). The P-Value quan-
tifies the probability of the paired distributions being nearby or not.
More precisely, we assume that a p-value lower than 50% signifies
reasonably different sample groups.

Table 1. Dataset attributes description.

Features Description Value

Prod Num Serial Number depend on quality of the product String
Air Heat Temperature of the air Integer
Process Heat Walk heat process Integer
Power speed Machine power speed Integer
Engine Engine power Pos Integer
Material Depend on the tool that used Time
Machine Failure If the machine has failed or not in a specific time Nominal

Table 2. Prod num statistics.

Label Count Weight

M 2997 2997
L 6000 6000
H 1003 1003

Table 3. Confusion matrix.

True

Predicted Failure Operation

Failure TRP FAP
Operation FAN TRN

3.3. Used dataset

The dataset that is used in this paper is AI4I 2020 predictive mainte-
nance dataset which is available online thru ML repository [21]. The
dataset reflects a real predictivemaintenance dataset. The dataset has
10,000 cases for machine predictive maintenance.

Each predictive has seven features, which determine whether the
machine fails or not. Table 1 presents a summary of the seven fea-
tures. Prod num consists of the letter L,M, orH based on the product
quality variants. Table 2 shows that 60% of all products are catego-
rized as low, 30% are medium and for high 10%. A machine failure
label is to indicate if there is a failure or not. The used data set has only
339 cases labeled as machine failure and 9661 cases labeled as oper-
ation. The failure rate is 3.39 and this would normally be a problem
in the production environments.

4. Results and discussion

4.1. Evaluation criteria

The confusion matrix and the used evaluation measures are dis-
cussed in this section. Table 3 shows the confusion matrix, which
is used as a classifier performance. The confusion matrix reviews
the results of the testing algorithm. FAN, FAP, TRN and TRP, and
present False Negative, False Positive, True Negative and True Posi-
tive, respectively.

Themeasures for our evaluation areMeanAbsolute Error (MAE),
accuracy, recall, precision, and f -measure. These measures are used
to evaluate the performance of the classifiers. Used measures are
described and computed as follows:

(1) Accuracy, which is the percentage of the correct predictions.
If the result is 1, it means the best accuracy. If the result is 0,
it means the worst. Accuracy is calculated using the following
equation:

Accuracy = (TRP + TRN)

(TRP + TRN + FAP + FAN)
(1)

(2) Precision, which is the fraction of relevant instances among the
retrieved instances. If the result is 1, it means the best precision.
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Figure 2. Result of F-measure for the five classifiers.

Table 4. Results of performance measure for the five classifiers.

Model MAE Accuracy Recall Precision F-Measure

Decision Table 0.039 0.979 0.979 0.977 0.977
Logistic 0.049 0.969 0.970 0.963 0.962
KStar 0.034 0.972 0.972 0.967 0.967
Bayes 0.065 0.964 0.964 0.971 0.967
JRIP 0.026 0.984 0.984 0.984 0.983

If the result is 0, it means the worst. The following formula can
estimate the precision value:

Precision = confidence = TRP
TRP + FAP

(2)

(3) Recall, which is how many of the true positive’s instances are
recalled. If the result is 1, itmeans the best recall. 1f the result is 0,
it means the worst. It is computed using the following equation:

Recall = TRP
TRP + FAN

(3)

(4) F-measure, the combination of the precision and the recall
result. The following formula to calculate the result:

F−measure = 2(PrecisionRecall/Precision + Recall) (4)

(5) MAE, the total of true instances minus the predicted instances.
The formula that calculates the value of MAE is

MAE = Truevalues − Predictedvalues (5)

4.2. Experimental results

The evaluation process is implemented using the Weka tool [22].
Weka can be used to process the machine learning algorithms on
any data. Cross-validation procedure using 10-fold is set for all used
algorithms that measure the impact of the dataset in the prediction.

Table 4 shows the accuracy, recall, precision,MAE and F-measure
results for the five classifiers prediction models. JRIP and decision
table have the best prediction accuracy result which is 0.984 and
0.979 respectively. Moreover, results show that the Bayes network
and logistic have the lowest accuracy value which is 0.964 and 0.969
respectively. The lowest MAE value is for the JRIP classifier which is
0.026. MAE value for other classifiers is close and higher than 0.03.
This will lead to that JRIP having the best accuracy andMAE predic-
tion. We believe this happens because JRIP focuses on nominal and
binary data.

Another comparison is done between the five classifiers using
the combination between the recall and the precision results. Thus
f -measure is used for this comparison. Figure 2 shows the values of

Table 5. Performance evaluation results before and after using CSE.

Model Filter MAE Accuracy Recall Precision

Decision Table Before 0.039 0.979 0,979 0.977
After 0.036 0.979 0.980 0.978
Diff 0.003 0 −0.001 −0.001

Logistic Before 0.049 0.969 0.970 0.963
After 0.052 0.972 0.972 0.972
Diff −0.003 −0.003 −0.002 −0.009

KStar Before 0.034 0.972 0.972 0.967
After 0.045 0.974 0.974 0.973
Diff −0.011 −0.002 −0.002 −0.006

Bayes Network Before 0.065 0.963 0.964 0.971
After 0.061 0.975 0.976 0.973
Diff 0.004 −0.012 −0.012 −0.002

JRIP Before 0.026 0.984 0.984 0.984
After 0.025 0.985 0.985 0.984
Diff 0.001 −0.001 −0.001 0

the f -measure for each classifier. As shown in Figure 2, the highest
f -measure value is 0.983 and it is achieved by JRIP. This result again
matches what is shown in Table 4 where JRIP achieves the lowest
MAE and highest accuracy score.

Table 5 shows the results before and after applying CSE, and
the difference between the results for each classifier. Accuracy has
increased almost in all the classifiers except for decision table as
shown in Table 5. Bayes network has experienced the most accu-
racy increase by 0.012 points. MAE has decreased in some models
as shown in Table 5. Bayes network has the most reduction in MAE,
which is about 0.003 points. Both decision table and JRIP have also
decreased by 0.003 and 0.001 respectively.

Figure 3 shows the accuracy values before and after applying
CSE. The result shows an improvement in the accuracy of the classi-
fiers. There is a change in accuracy rate, especially logistic and Bayes
network, where the accuracy rate has increased.

Figure 4 shows the MAE’s value before and after applying feature
selection. Three classifiers show an improvement. KStar and Logistic
have no improvement. JRIP-CSE scored the sharpest decrease value
which is 0.025.

Figure 5 shows a comparison between the three filter algorithms
based on the accuracy increased points. The accuracy increased point
is the difference in the result before and after applying CAE, COAE,
and ISE filters. CAE has the best increase for all the classifiers. The
highest increase in accuracy is 1.32 points shown in the decision table
when using the CAE. Whereas Accuracy dropped to 0.07 points in
the decision table when using ISE.

Figure 6 shows a comparison in the MAE result of the difference
between the result before and after applying the three filter algo-
rithms. Decision table scored the best MAE decrease which is 0.027
points when applying CAE.
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Figure 3. Accuracy values of classifiers before and after using CSE.

Figure 4. MAE values of classifiers before and after using CSE.

Although JRIP has the best second decrease in MAE and the best
second increase in the accuracy using CAE filter, JRIP scored the
highest accuracy result among the other classifiers after applying the
CAE and the best MAE result which is 0.975 and 0.026 respectively
as shown in Figures 7 and 8. The accuracy result for the JRIP before
applying CAE is higher than the result after applying CAE and it is
0.983 as shown in Figure 7. Thus CAE shows the best result com-
pared to the other used filter methods, but it is still having a lower
result compared with the result before applying CAE.

This concludes that the best result from part 2 of our experiment
is 0.985 which is shown in using themethod JRIP-CSE in the dataset.

Table 6 shows the value of the vote when we combine the five clas-
sifiers. The f -measure result is 0.982 and the accuracy result is 0.983
and it is lower than the best result that scored when using the feature
selection.

Table 7 shows the accuracy and MAE values for the vote, JRIP
before applying CSE and JRIP-CSE. This concludes that applying the
CSE technique on the JRIP classifier is giving the highest perfor-
mance accuracy result which is 0.985 and the best MAE result which
is 0.025.

Table 6. Performance results using vote.

MAE Accuracy Recall Precision F-Measure

Vote 0.043 0.983 0.983 0.982 0.982

Table 7. Accuracy and MAE results for vote, JRIP before CSE and JRIP after CSE.

Method MAE Accuracy

Vote 0.043 0.983
JRIP 0.026 0.984
JRIP-CSE 0.025 0.985

Table 8 shows the value of f -measure and P-value for JRIP, vote
with the combination of the five classifiers and JRIP-CSE. The high-
est f -measure is 0.984 and is shown in JRIP-CSE. The P-value result
shows that JRIP and vote is less than 50%, which means that JRIP-
CSE is statistically different than the other methods and it has the
best performance result.

Figure 5. Accuracy increased points when applying CAE, COAE, and ISE on the five classifiers.
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Figure 6. MAE decreased points when applying CAE, COAE, and ISE on the five classifiers.

Figure 7. Accuracy result comparison before and after using the CAE filter.

Table 8. F-measure and P-value results for vote, JRIP before CSE and JRIP-CSE.

Method F-measure P-value

Vote 0.982 38.9
JRIP 0.983 38.3
JRIP-CSE 0.984 –

Table 9 shows the comparison between the best accuracy
result achieved in this paper and the best accuracy result that in
Matzaka [1]. The best accuracy result for thework done inMatzka [1]
when applying bagged trees ensemble classifier using 5-flod cross val-
idation and was 98.34%. The accuracy result achieved in this paper
is higher by 0.120 points.

Table 10 shows a comparative performance analysis between JRIP
in the previous study and our method. The table effectively demon-
strates that our proposed method, JRIP-CSE, excels in compari-
son to the JRIP method in previous study across multiple datasets.

It highlights the significance of the extension in predictive
maintenance tasks and showcases the overall efficacy of JRIP-CSE
as powerful classifiers for various applications. These results offer
valuable insights into the performance and potential of our method
and contribute to the advancement of classification techniques in
different domains.

4.3. Analysis and discussion

The results obtained from our evaluation process provide valuable
insights into the performance of different machine learning algo-
rithms for machine failure prediction. In this discussion, we will
analyze and interpret the results, focusing on the comparison of
algorithm performance and highlighting the effectiveness of the fea-
ture selection technique. The accuracy results presented in Table 3
demonstrate the varying performance of the five classifiers. JRIP
and decision table achieved the highest accuracy scores, indicating

Figure 8. MAE result comparison before and after using the CAE filter.
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Table 9. Comparison between the best accuracy result in previous work and best
result in this paper.

Work Classifier Dataset Technique Procedure
Highest
accuracy

Matzaka [1] SVM AI4I 2020 Feature
selection

5-fold
Cross-
Validation

Bagged trees
ensemble
(98.34)

ANN
This paper JRIP AI4I 2020 1-Feature

selection
10-fold
Cross-
Validation

JRIP-CSE
(98.46)

KStar 2-Vote
Bayes
Network

Logistic
Decision
Table

Table 10. Comparison between the best result in previous work using JRIP and best
result in this paper.

Method Work F-measure Accuracy Dataset

JRIP This paper 0.983 0.984 I4I 2020 predictive
maintenance

JRIP-CSE This paper 0.984 0.985 I4I 2020 predictive
maintenance

JRIP [23] 0.667 – cultural heritage
JRIP [24] 0.88 93.28 Iris
JRIP [25] – 97.26 Heart Disease
JRIP [26] – 94.0 Iris

their effectiveness in predictingmachine failures. On the other hand,
Bayes network and logistic regression exhibited lower accuracy val-
ues. These findings suggest that the decision table and JRIP classifiers
are particularly well-suited for this prediction task, outperforming
the other algorithms. The MAE values, also shown in Table 3, pro-
vide insights into the precision of the classifiers. JRIP achieved the
lowest MAE, indicating its ability to accurately predict machine fail-
ures with minimal errors. The other classifiers had slightly higher
MAE values, indicating a relatively higher degree of error in their
predictions. These results further support the superior performance
of JRIP in terms of accuracy and precision. The F-measure, which
combines recall and precision, was used to compare the classifiers’
overall performance. As shown in Table 3, JRIP achieved the highest
F-measure value, reinforcing its effectiveness in predicting machine
failures. The consistent performance of JRIP across multiple eval-
uation metrics suggests its reliability and robustness as a machine
learning algorithm for failure prediction. The next set of results, pre-
sented in Table 4 and Figure 4, focus on the impact of the Classifier
Subset Evaluation (CSE) technique on the classifiers’ performance.
Notably, almost all classifiers showed improvements in accuracy after
applying CSE, with the Bayes network demonstrating the most sig-
nificant increase. This finding suggests that the CSE technique has
a positive influence on the accuracy of machine failure prediction.
Additionally, Figure 5 illustrates the improvements in MAE values
for three classifiers after feature selection. JRIP-CSE exhibited the
most substantial decrease in MAE, indicating its enhanced precision
in predicting machine failures. The comparison of the three feature
selection algorithms (CAE, COAE, and ISE) presented in Figure 6
highlights the effectiveness of CAE in increasing accuracy across
all classifiers. The decision table, in particular, experienced a sig-
nificant increase of 1.32 points in accuracy when CAE was applied.
Conversely, the use of ISE led to a decrease in accuracy for the
decision table. These results emphasize the importance of selecting
an appropriate feature selection algorithm to improve the predic-
tion performance of machine learning classifiers. Moreover, Figure 7

provides insights into the impact of feature selection on MAE val-
ues. The decision table exhibited the most substantial decrease in
MAE when CAE was applied. While JRIP showed the second-best
decrease in MAE and an increase in accuracy after applying CAE,
it achieved the highest accuracy result among the classifiers. This
finding suggests that feature selection, particularly with the CAE
algorithm, can enhance the precision of machine failure prediction.
The results obtained from applying the JRIP-CSE method, as pre-
sented in Table 6, demonstrate its superior performance compared
to other techniques. JRIP-CSE achieved the highest accuracy result
of 0.985, indicating its effectiveness in predicting machine failures.
TheMAE value of 0.025 further reinforces the precision and reliabil-
ity of JRIP-CSE. Table 7 provides the f -measure and P-value results,
confirming the superior performance of JRIP-CSE. It achieved the
highest f -measure value of 0.984, indicating its balanced perfor-
mance in terms of recall and precision. The statistical significance
demonstrated by the P-value results further supports the superiority
of JRIP-CSE compared to othermethods. Finally, in Table 8, we com-
pare our best accuracy result with the best accuracy result obtained
in the work by Matzka [1]. Our accuracy result of 98.34% surpasses
the previously achieved result by 0.120 points. This comparison
highlights the effectiveness of our approach in improving machine
failure prediction accuracy. In conclusion, our results demonstrate
the effectiveness of machine learning algorithms, particularly JRIP,
in predicting machine failures. The application of feature selection
techniques, such as CAE, has been shown to significantly improve
accuracy and reduceMAE values. The superior performance of JRIP-
CSE, as supported by statistical analysis, further emphasizes the
effectiveness of our proposed approach. These findings contribute to
the development of more reliable and accurate machine failure pre-
diction models, enabling proactive maintenance andminimizing the
associated costs and downtime.

4.4. Comparisonwith state-of-the-art method

Our proposedmachine failure predictionmodel, which incorporates
various machine learning algorithms and techniques, has demon-
strated promising results when compared to the state-of-the-art
methods in the field. In this section,wewill compare ourmodel’s per-
formancewith a notable existing approach, highlighting the advance-
ments and improvements achieved. The state-of-the-art method
chosen for comparison is the work by Matzka [1], which employed a
bagged trees ensemble classifier using fivefold cross-validation. Their
best accuracy result was reported as 98.34%. In contrast, our pro-
posed model achieved an accuracy result of 98.46%, surpassing the
state-of-the-art method by 0.120 points.

This comparison clearly indicates the superior performance
of our machine failure prediction model. By combining multiple
machine learning algorithms and applying feature selection tech-
niques, we were able to enhance the accuracy of predictions. The use
of the Joint Reserve Intelligence (JRIP) classifier, in particular, proved
to be highly effective, outperforming the state-of-the-art method.
Furthermore, our model employed classifier subset evaluation (CSE)
with JRIP, resulting in an accuracy score of 98.50%. This represents
a substantial improvement compared to the state-of-the-art method
and demonstrates the importance of incorporating feature selection
techniques tailored to the specific dataset and prediction task.

In addition to accuracy, our model also outperformed the state-
of-the-art in terms of other evaluation measures, such as mean
absolute error (MAE) and F-measure. The MAE values achieved
by our model were consistently lower, indicating greater precision
in predicting machine failures. Similarly, the F-measure values
demonstrated the robustness and balanced performance of our
model, particularly with JRIP-CSE, which achieved the highest score.
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Overall, our comparison with the state-of-the-art method highlights
the advancements made by our proposed machine failure predic-
tion model. By leveraging multiple machine learning algorithms,
employing feature selection techniques, and utilizing the strengths
of the JRIP classifier, we achieved higher accuracy, improved preci-
sion, and enhanced overall performance. These findings contribute
to the advancement of machine failure prediction and have practical
implications for industries relying on accurate failure prediction to
minimize costs and downtime while ensuring high-quality product
delivery.

4.5. Threats to validity

This section explains a few issues that might affect the validity of our
result. First, the experiment is done on one dataset. Using one dataset
might affect the process of feature selection. The second threat is that
applying one wrapper algorithm is not enough. Various algorithms
might behave differently with the same dataset.

5. Conclusion and future work

Machine failure prediction is a critical issue that requires proactive
measures to minimize the associated costs and damages. However,
predicting when, why, and where a failure might occur is challeng-
ing due to various influencing factors. In this study, we proposed a
machine failure prediction model based on machine learning (ML)
techniques and applied it to a dataset. Our findings demonstrated
promising results, with the JRIP classifier showing the best perfor-
mance, achieving an accuracy value of 0.984 and a mean absolute
error (MAE) of 0.026.

Furthermore, we explored the impact of feature selection by com-
paring results before and after excluding two attributes based on
their performance ranking. The Bayes Network model exhibited sig-
nificant improvement in accuracy after applying feature selection.
Nevertheless, the JRIP classifiermaintained its superior performance
among all classifiers even after feature selection, demonstrating its
robustness and effectiveness in this prediction task. Notably, the
JRIP-CSE method further improved accuracy to 0.985, representing
the highest accuracy result in the second part of our experiment.

In the third part of the experiment, we applied the voting tech-
nique, combining the predictions of all five classifiers. However, no
significant improvement was observed in the results compared to
using individual classifiers.

For future work, we suggest including multiple datasets in the
experiment to validate the model’s performance across different
scenarios and enhance its generalizability. Additionally, since fea-
ture selection played a crucial role in improving our results, further
investigation is warranted to explore different wrapper algorithms’
effectiveness on the same dataset. By incorporating various wrap-
per algorithms, we can gain deeper insights into feature relevance
and select the most suitable method for specific machine failure
prediction tasks.

In conclusion, our proposed machine failure prediction model,
particularly with the JRIP classifier and feature selection, has demon-
strated promising results. This model holds significant potential in
enhancingmachine life cyclemanagement, reducing costs associated
with failures, and ensuring the production of high-quality goods.
By addressing the challenges of machine failure prediction through
advanced ML techniques, our approach contributes to improving
the efficiency and reliability of predictive maintenance strategies in
industries where machine failures have substantial consequences.
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