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Abstract

Information security incident under-reporting is unambiguously a business
problem, as identified by a variety of sources, such as ENISA (2012), Symantec
(2016), Newman (2018) and more. This research project identified the
underlying issues that cause this problem and proposed a solution, in the form

of an innovative artefact, which confronts a number of these issues.

This research project was conducted according to the requirements of the
Design Science Research Methodology (DSRM) by Peffers et al (2007). The
research question set at the beginning of this research project, probed the
feasible formation of an incident reporting solution, which would increase the
motivational level of users towards the reporting of incidents, by utilizing the
positive features offered by existing solutions, on one hand, but also by
providing added value to the users, on the other. The comprehensive literature
review chapter set the stage, and identified the reasons for incident under-
reporting, while also evaluating the existing solutions and determining their
advantages and disadvantages. The objectives of the proposed artefact were
then set, and the artefact was designed and developed. The output of this
development endeavour is “IRDA”, the first decentralized incident reporting
application (DApp), built on “Quorum?”, a permissioned blockchain
implementation of Ethereum. Its effectiveness was demonstrated, when six
organizations accepted to use the developed artefact and performed a series of
pre-defined actions, in order to confirm the platform’s intended functionality. The
platform was also evaluated using Venable et al’s (2012) evaluation framework

for DSR projects.

This research project contributes to knowledge in various ways. It investigates
blockchain and incident reporting, two domains which have not been
extensively examined and the available literature is rather limited. Furthermore,
it also identifies, compares, and evaluates the conventional, reporting platforms,
available, up to date. In line with previous findings (e.g Humphrey, 2017), it also
confirms the lack of standard taxonomies for information security incidents. This

work also contributes by creating a functional, practical artefact in the
i



blockchain domain, a domain where, according to Taylor et al (2019), most
studies are either experimental proposals, or theoretical concepts, with limited
practicality in solving real-world problems. Through the evaluation activity, and
by conducting a series of non-parametric significance tests, it also suggests that
IRDA can potentially increase the motivational level of users towards the

reporting of incidents.

This thesis describes an original attempt in utilizing the newly emergent
blockchain technology, and its inherent characteristics, for addressing those
concerns which actively contribute to the business problem. To the best of the
researcher’s knowledge, there is currently no other solution offering similar
benefits to users/organizations for incident reporting purposes. Through the
accomplishment of this project’s pre-set objectives, the developed artefact
provides a positive answer to the research question. The artefact, featuring
increased anonymity, availability, immutability and transparency levels, as well
as an overall lower cost, has the potential to increase the motivational level of
organizations towards the reporting of incidents, thus improving the currently

dismaying statistics of incident under-reporting.

The structure of this document follows the flow of activities described in the
DSRM by Peffers et al (2007), while also borrowing some elements out of the
nominal structure of an empirical research process, including the literature
review chapter, the description of the selected research methodology, as well

as the “discussion and conclusion” chapter.
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1. INTRODUCTION

Information and communication technologies are facing the trend of larger
connectivity and increased integration, and although various security controls
exist, and usually are in place, to protect against information security incidents,
such incidents still occur (Line & Albrechtsen, 2016). Longer than a decade ago,
Finn et al (2007, p.409) noticed “a substantial increase in information security
incidents”, with a quasi-exponential increase in the total number of incidents,
according to the report of the CERT Coordination Center. As technology
continuously evolves and expands, so do cyber threats and incidents, with the
numbers getting progressively worse. According to Gemalto’s Breach Level
Index Report (2018), during only the first six months of 2018, 3.3 billion data
records, around the globe, have already been exposed. According to the same
source, that counts for a 72 percent increase in stolen, lost or compromised
records, when compared to the same period, in 2017. In fact, Gemalto
estimates that a total number of 15 billion records (at the time of writing) have
been exposed since 2013, with an astounding number of 75 records being
exposed per second. Cheng et al (2017) provide some examples of “major
enterprise data leak incidents in recent years”, with the “Yahoo” breach in 2014
topping the list (500 million records stolen with an estimated cost of $350
million), followed by the 2013 “Adobe” breach (152 million records — cost of
$714 million) and the 2013 “Target” breach (110 million records - $252 million).
Other high-profile incidents involve “JPMorgan” (2014 - 252 million records),
“Adult Friend Finder” (2016 - 412 million records) and even more recently the
2018 “Marriott” hotel chain breach, with an estimated number of 500 million

records exposed (Armerding, 2018).

It is obvious that in the interconnected world we are now living in, organizations
around the globe face millions of security threats on a constant basis. In order
to adequately deal with these threats, many organizations have developed
various security incident management procedures. A key element of these
procedures is incident reporting — which occurs right after the initial incident
identification and verification and usually happens through the utilization of an
internal (within the organization) or external (relevant regulatory bodies and

authorities) reporting platform, where incidents are recorded for further analysis
1



and consequent actions. This approach, however, does not seem very
appealing to organizations, for various reasons, which are presented in the next

sections of this chapter.

1.1. Information Security Incident Reporting

Information Security Incident reporting can simply be described as the process
of notifying either a user, an entity (e.g. an organization), a group of entities
and/or an authoritative body, about a security incident which has occurred.
According to NIST’s Special Publication 800-61 (2012, p.69), a security incident
can be described as “the violation of an explicit or implied security policy”. The
Publication provides some examples of such incidents, such as attempts for
unauthorized access to systems or data, unplanned disruptions or denial of
service attacks, unauthorized processing of data, or unauthorized changes to

hardware and/or software.

As Gordon et al (2003) point out, “one desirable way of supplementing the
technical solutions to security problems is for organizations to share information
related to computer security breaches, as well as to unsuccessful breach
attempts”. This sharing of information - according again to the authors — is
useful for preventing, detecting and correcting security breaches, by helping
organizations from falling victims to security breaches experienced by other
organizations. Such information helps organizations respond more quickly with
focused remedies, should an actual breach occur (Gordon et al, 2003).
Furthermore, according to ENISA (2013), the benefits of incident reporting are
both well-known and widely supported, and include -among others -
“‘information sharing, the dissemination of lessons learnt and experience
exchange, identification of root causes and mitigation techniques, as well as

data trend analysis”.

Because of the presumed benefits of information sharing, various governments
have initiated actions toward developing security-based information sharing
organizations, such as the CERT Coordination Centres, INFRAGARD,



Information Sharing Analysis Centres (ISAC), Secret Service Electron Crimes
Task Forces, and Chief Security Officers Round Tables (Gordon et al, 2003). In
a more recent paper, Gordon et al (2015) also demonstrated that information
sharing can reduce the uncertainty associated with cybersecurity investments in
private sector firms, and thus reduce the tendency to underinvest in

cybersecurity activities.

In today’s digital societies, responding to security incidents is becoming
increasingly imperative in business, while the effects of a breach can be very
destructive to an organization (Grispos et al, 2017). Line & Albrechtsen (2016)
state, that Information security management is a relatively young field of both
practice and research, and that an efficient incident management process — the
ability to appropriately prepare for, and respond to, information security
incidents — is important to maintain the functioning of systems. In fact, the
European Commission (through efforts initiated by the European Union Agency
for Network and Information Security - ENISA) considers incident reporting so
important, that it has regulated and mandated incident reporting for various
segments within Europe, such as the telecom sector (through the “Art. 13a
Telecom Framework Directive”), the trust service providers (through the “Art. 19
elDAS regulation”) and the digital service providers (through the “Art. 16-4 NIS
Directive”). It is therefore now illegal for these entities not to report information

security incidents to the specified authorities.

According to the International Standard 27035 (ISO/IEC 27035:2011, 2011), an
information security incident management process has 4 major phases: prior
preparations, response to an incident, post-incident evaluations and
improvements. The Standard also denotes that organizations can benefit from
having an adequate incident management process, by reducing the number of
incidents, improving the focus and prioritization of security activities, and
improving their risk assessment efforts and overall information security level.
The incident reporting procedure falls within the 2nd phase, as part of the
incident response phase. Gonzalez (2005) views information security reporting

as a quality improvement process that is essential to reduce incidents.



According to Sveen et al (2007), information security incidents arise from many
sources, such as software, hardware and configuration errors, or inadequate
physical security which allows external attackers and/or malicious insiders to
attack the system. They go on mentioning that the reporting of incidents allows
them to be investigated and learned from, and that this knowledge can be used
to avoid such incidents in the future, by putting into place adequate technical
and organizational countermeasures. Furthermore, according to NIST’s
Incident Handling Guide 800-61 (2012), information sharing is the most
important aspect of incident response coordination, where different
organizations share threat, attack, and vulnerability information with each other,
so that each organization’s knowledge can benefit the other. This is both
necessary and mutually beneficial, since the same threats and attacks often

affect a multitude of organizations.

1.2. Existing incident reporting platforms

The various, available, reporting tools, focus on incidents which are caused by
faults, failures or malicious activity. Reporting platforms are being used in a
variety of business domains; examples include platforms being utilized as IT
helpdesk/bug tracking platforms by IT departments, as security reporting
platforms by information security departments, as well as safety reporting
platforms, by health and safety organizational departments. In many cases
safety and security are interrelated, and there are similarities between safety
and information security reporting systems, as both attempt to reduce risk by
learning from incidents (Sveen et al. 2007). A search for identifying incident
management/reporting platforms/software available through the web, indicates
a far greater amount of available platforms/software related to
reporting/managing “safety” incidents (i.e. workplace health & safety, personnel
injuries, facilities maintenance disruption and generally incidents directly related
to occupational health and safety agencies) rather than “security” incidents (i.e.
information security incidents). It therefore comes as no surprise that both
Schneier (2011) and Reed-Mohn (2007), when comparing current practices in
information security reporting systems against those in the healthcare, aviation,
and rail industries, concluded that the quality of practices in information security
reporting systems “did not match those of their safety-critical equivalents”.

4



Furthermore, Gonzalez (2005) examined the successful implementation of
incident reporting programs in another sector — aviation - and then suggested

an equivalent model for information security purposes.

Information Security incident reporting has traditionally occurred through ad hoc
methods, such as email, instant messaging clients, and phone (NIST, 2012).
According to the same source, this type of reporting usually relies on an
individual's connections with employees in incident response teams of partner
organizations, and tends to be largely unstandardized, in terms of what
information is communicated and how that communication occurs. As an
alternative, various reporting platforms (software) have been created and
became available in the market, which can be used for reporting internally
within an organization, or externally, with third parties. They are utilized by
national CERTs and various Information Sharing and Analysis Centres (ISAC)
globally, in both the public and private sector. As an example, the UK National
CERT uses the “Threatvine information sharing platform”, which is designed to
“‘enable communication between CERTs and their Competent Authorities and to
ensure resilience across the wider supply chain” (Threatvine, 2018, p.2). Other
examples of platforms with similar functionality include “LogicManager’s
Security Incident Management Software”, “D3 Security incident response
platform”, “Resolver’s Incident Management Software”, “Omnigo’s Incident
Reporting Software” and “OTRS’ STORM software”.

At this point, it is important to differentiate between “incident reporting" and
“‘incident responding” software/platforms. Incident “responding” platforms are
different from incident “reporting” platforms and are out of scope of this research
project. These platforms usually utilize some sort of automated incident
response software, with automatic correlation of events and alerts (from across
the organizational environment) and automatic or semi-automatic triaging,
investigation and remedy actions. Incident “reporting” platforms, on the other

hand, are utilized purely for reporting purposes and are thus within scope.

The core functionality of reporting platforms is essentially the same; participants
gain access to a centralized platform (database), where they can view and/or

5



report incidents. Information is stored in a centralized database (of the platform
provider), while the service can be installed either on premise or on a
public/private cloud. Access to the reporting platforms is usually possible
through a web-based interface, while a few platforms have also developed
separate versions for mobile clients. The typical user interface contains a
homepage (with latest incidents, alerts and news) a support page and/or forum
(some platforms also utilize a community forum and/or chat functionality for
participant conversations), a profile page for each member (some platforms
even offer social-networking-like functionality, such as following a member,
updating your status, adding skills to your profile and giving out endorsements),
and the ability to create and share an incident report, and/or search/browse
through the already submitted incidents. Submitted incidents are usually ranked
(by users who submit them) according to their severity (or risk ranking) and their
visibility (some members may restrict access to other members of the same
platform — e.g. a user may submit an incident only visible within his/her own
company or only visible to sector-specific institutions which are members of the
platform). When creating a new report, users can input various details of the
incident, such as its category (e.g. phishing, Denial of Service attack, malware
etc.), the incident’s details (e.g. date, scope, duration, affected systems, modus
operandi and various other technical details) and also upload attachments, such

as text files, videos or photographs.

1.3. The causal problem and research question

Although most organizations are compelled by various regulations to report
security incidents to relevant bodies and authorities (e.g. PSD2 for payment
incidents in financial institutions, NIS directive for reporting incidents from
critical infrastructure providers, GDPR reporting for personal data breaches,
companies reporting a cyber-crime to the Police and so on) it seems that only a
small percentage of incidents are actually being reported. According to the 10D
& Barclays Policy report (2016), only 28% of cyberattacks against businesses
were reported to the police. The Internet Security Threat Report by Symantec
(2016) mentions that the number of companies that refused to report the scope
of a data breach jumped by 85 percent, compared to the previous year. The US
Securities & Exchanges Commission reported that nearly 65% of affected public
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companies did not report cybersecurity breaches to the SEC, between 2011-
2017 (Newman, 2018). Since 2011, when the S.E.C. issued its initial cyber
guidance, only 106 companies have reported incidents to the S.E.C. But during
that same period, there were 4,732 cyberattacks on American businesses,

researchers for the Privacy Rights Clearinghouse found (Newman, 2018).

It is evident that organizations hesitate to report security incidents. This
happens for a variety of reasons, as companies may not want to reveal the
damage they've suffered, due to concerns about possibly scaring off potential or
existing customers (reputation), damaging their stock value, incurring potential
legal liabilities, because of the lack of knowledge or internal policies to properly
recognize or deal with attacks, or even because employees intentionally
conceal information security incidents (Kaspersky, 2017). PAC & Telefonica
(2015, p.17), conducted a survey among 200 decision-makers in large
organizations in the UK, France and Germany, and found out - among other —
that the top organizational issue, when responding to cyber incidents, was
dealing with “customer concerns (in response to media attention given to high-
profile breaches)”, as “protecting a firm's reputation and brand image with its
customers is of primary importance, since it directly affects sales, as well as
competitors’ positioning”. Another survey from SentinelOne (2016) revealed that
although 48% of the 500 organizations surveyed, worldwide, had suffered a
ransomware attack (during the past year), just 54% of respondents had
reported the incident(s) to law enforcement, and just 48% notified authorities

and/or regulators.

Recent history justifies the concerns over reporting. Nesmith (2018) lists some
infamous top-level resignations caused by major data breaches, such as the
Target's CEO in 2014, Ashley Madison’s CEO in 2015, Sony Picture’s co-
chairman, again, in 2015 and Equifax’ CEO in 2017. In short, it seems there is a
tendency to point the finger at the CEO after a data breach, something which
does not encourage CEOs to report cyber security incidents. As Nesmith (2018)
points out, with data breaches making the news on a nearly daily basis, the
days of CEOs not sharing the blame are gone - it is no longer the case that the
CIlO or CISO of the company is solely the one to blame. The report mentioned
earlier by Ipsos MORI and the University of Portsmouth (2017), stated a few
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other reasons for not reporting incidents, such as businesses stating that
“breach was not significant enough” (58%), that businesses were not aware of

whom to report it to (16%) and that reporting “won’t make a difference” (10%).

Gonzalez (2005) notes that there should be little doubt about the need to
improve reporting of cyber security data/incidents, followed by analysis and
sharing of insights, and that the numerous Computer Emergency Teams
(CERTs) and Computer Security Incident Response Teams (CSIRTs) around
the world have established various cyber security reporting systems. However,
he goes on, nearly two decades after their emergence, the CERT Coordination
Centre, acknowledges that systematically collected data on cyber-attacks is not
generally available. He states that this often happens because of fear for bad
publicity. Even when detailed data are eventually shared, in most cases
restricted use agreements hamper their availability to the research community.
Even between state-members of the EU, there is still little exchange of
information about breaches, between different national authorities (ENISA,
2012).

It is obvious that organizations fear about their reputation, when confronted with
a security incident. Apart from reputational concerns, traditional reporting
platforms and centralized databases also suffer from other concerns, such as
non-constant availability (100% availability is never guaranteed) and the fact
that anybody with sufficient access to the platform (e.g. a malicious system
administrator) can destroy/corrupt or alter the data within. Furthermore,
because of their centralized nature and sensitive content, reporting platforms
require major investments for ensuring their security (both physical and
electronic). This cost, along with all other costs associated with a centralized
database (i.e. need for increasing storage space, disaster recovery/business
continuity arrangements and other) is, of course, ultimately passed on to the

platform’s subscribers.



1.3.1. Research question

The identified limitations of the traditional information security incident reporting

platforms, lead to the forming of the following research question:

Is there a way to create an innovative information security incident
:& reporting solution, which will utilize the positive features offered by
existing solutions, but will also provide added value to users, in order to

increase their level of motivation towards the reporting of incidents?

1.3.2. Research purpose and scope
The purpose and scope of this research can be summarized as follows:

o lIdentify and evaluate existing information security incident reporting
schemes and solutions

o Evaluate the use of blockchain technology as a resolution towards the
inherent problems of existing reporting solutions

o Design, develop and evaluate an incident reporting solution, which
provides added value to users, and increases their level of motivation

towards the reporting of information security incidents.



1.4. Research motivation

This research was driven by various motivations:

o The very low numbers of information security incident reporting

Although virtually everyone agrees that information security incident reporting is
beneficial to organizations (NIST, 2012; Gordon et al, 2003; ENISA, 2013;
Gordon et al, 2015; Line & Albrechtsen, 2016; Gonzalez, 2005), reporting
statistics show that very few incidents are actually being reported (IOD &
Barclays Policy report, 2016; Symantec, 2016; Newman, 2018; Ipsos MORI,
2017; SentinelOne, 2016; ENISA, 2012). Proposing a solution for potentially

increasing the reporting numbers is a serious motivation for this research.

o The excitement of potentially utilizing a new/recent technology for

producing a solution

Blockchain technology has the potential of impacting all sectors and layers of
society, in a multitude of combined ways — it is disrupting society by enabling
new kinds of disintermediated digital platforms, while also improving efficiency
over existing structures, by removing the need for actively intermediated data-
synchronization and concurrency control (Mattila, 2016). Both developers and
researchers have become aware of the capabilities of this new technology and
are exploring various applications across a vast array of sectors (Christidis and
Devetsikiotis, 2016). Zhao et al (2016) argue that blockchain technology is
becoming “increasingly relevant”, while a recent global business survey from
IBM (2017) indicated that 33% of C-suite executives surveyed, were
considering, or have already been actively engaged with blockchain (IBM,
2017).

Utilizing, therefore, blockchain technology in order to propose a potential
solution to the existing problem of security incidents under-reporting, is an
exciting prospect.
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o The preliminary interest of the CYCSO for utilizing such as solution

It is evident that developing such a solution would be useless, if organizations
themselves would not be interested in utilizing it. Therefore, and in order to
identify potential (preliminary) interest for such a solution from the industry, a
request was sent to the Cyprus Cyber Security Organization (CYCSO — not for
profit), which operates under the auspices of the Cyprus Chambers of
Commerce and Industry (CCCI Cyprus) and has access to thousands of Cypriot
enterprises. According to its website, CyCSO is “a private initiative led by the
Cyprus Chamber of Commerce and Industry (CCCI) and the participation of the
Cyprus Institute of Neuroscience and Technology”. Its aims are to create a
“cyber-security ecosystem to be linked to the European ecosystem, in
coordination with the European Cyber Security Organisation — ECSO”, as well
as to develop “an innovative and dynamic cyber-security industry in Cyprus”
(CYCSO, 2018).

CYCSO agreed in including three questions for this matter, as part of a wide-
ranging cyber-readiness survey they were planning to send-out to their
organizational members. They also expressed their initial interest in using the
platform — once it was ready — for establishing an Information Sharing and
Analysis Centre (ISAC) for their organizational members. This survey acted as
a pilot study, in order to identify signs of any preliminary interest from the

Cypriot businesses, in utilizing such a solution.

The three questions (the survey was comprised of 16 questions, in total)

included in the survey were the following:

Q14) How would you describe your incident-response capability (i.e. to take a
structured approach in handling a security-related incident, once such has

occurred)?

“Q15) Recently, a National Computer Security Incident Response Team
(CSIRT) has been created in Cyprus, to cater, however, only for the needs of

Critical Infrastructure owners/administrators, banks and ISPs. The CSIRT’s aim
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is to ensure the existence of (at least) a minimum level of security, by
implementing proactive and reactive security services to reduce the risks of
network information and cyber security incidents, as well as respond to such
incidents as and when they occur. Do you think a similar initiative, which would
cover the needs of the whole private sector would be beneficial for your

organization?”

“Q16) Although a great variety organization are compelled by various
regulations to report security incidents to relevant bodies and authorities (i.e.
PSDZ2 for payment incidents in financial institutions, NIS directive for reporting
incidents from critical infrastructure providers, reporting because of GDPR,
companies reporting a cyber-crime to the Police and so on) a very small
percentage of incidents are actually reported. This happens for a variety of
reasons, as companies may not want to reveal the damage they've suffered
due to concerns about possibly scaring off potential or existing customers
(reputation), damaging their stock value, or incurring potential legal liabilities or
even because companies do not have the knowledge or internal policies to
properly recognize or deal with attacks. Would you be interested in a solution
which would allow your organization to submit security incidents in an
anonymous fashion enabling both governmental, regulatory & supervisory
authorities as well as individual organizations to have a greater picture of the
attack landscape based on historical and current trends? Such a solution will
not rely on a central managing authority (thus no dependence on a single
platform/database/authority and no legal liabilities applicable whatsoever) and
would enable your organization to have a clear, real-time view of the security

incidents happening in organizations throughout Cyprus.”

The (electronic) survey was sent to about 10,000 Cypriot businesses, of all
sectors and sizes, on the 27t of August of 2018, with no set deadline for
responses. Due to the fact that no response deadline had been set and
because of the time-limitations of this research, CYCSO was specifically asked

to provide the results of the first one hundred (100) respondents. The results -
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as these were provided by CYCSO - on the 15" of February of 2019 - were the

following:

How would you describe your incident-response capability (i.e. to take a
structured approach in handling a security-related incident, once such has
occurred)?

Answered: 100

100%
80%

60%

40.00%
34.00%
400
20.00%
20%
1.00% 4.00% - 1.00%
—
0%
Mon Bad Immature Avyerage Mature Excellent
existent
AMSWER CHOICES ¥  RESPONSES v
= MNon existent 1.00% 1
» Bad 4.00% 4
« Immature 34.00% 34
v Average 40.00% 40
« Mature 20.00% 20
w Excellent 1.00% 1
TOTAL 100

Figure 1.1. Q14 of CYCSO Cyber-readiness survey
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Recently, a National Computer Security Incident Response Team (CSIRT) has
been created in Cyprus, to cater, however, only for the needs of Critical
Infrastructure owners/administrators, banks and ISPs. The CSIRT s aim is to
ensure the existence of (at least) a minimum level of security, by
implementing proactive and reactive security services to reduce the risks of
network information and cyber security incidents, as well as respond to such
incidents as and when they occur. Do you think a similar initiative, which
would enable anonymized information sharing for cyber incidents and cover
the needs of the whole private sector, no matter the size or segment, would
be beneficial for your organization?

Answered: 100

100%

73.00%
80%

60%
408

21.00%

20%

2.00% 3.00% 1.00%
0%

Yes Mo Maybe | don't know Other

(please

aneciful

AMSWER CHOICES ¥  RESPONSES v

- Yes 73.00% 73
» HNo 2.00% 2
w Maybe 21.00% 21
v | don't know 3.00% 3
= Other (please specify) Responses 1.00% 1
TOTAL 100

Figure 1.2. Q15 of CYCSO Cyber-readiness survey
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Although a great variety organization are compelled by various regulations to
report security incidents to relevant bodies and authorities (i.e. PSD2 for
payment incidents in financial institutions, NIS directive for reporting
incidents from critical infrastructure providers, reporting because of GDPR,
companies reporting a cyber-crime to the Police and so on) a very small
percentage of incidents are actually reported. This happens for a variety of
reasons, as companies may not want to reveal the damage they've suffered
due to concerns about possibly scaring off potential or existing customers
(reputation), damaging their stock value, or incurring potential legal liabilities
or even because companies do not have the knowledge or internal policies to
properly recognize or deal with attacks. Would you be interested in a solution
which would allow your organization to submit security incidents in an
anonymous fashion enabling both governmental, regulatory & supervisory
authorities as well as individual organizations to have a greater picture of the
attack landscape based on historical and current trends? Such a solution will
not rely on a central managing authority (thus no dependence on a single
platform/database/authority and no legal liabilities applicable whatsoever)
but facilitated/coordinated by the industry - and would enable your
organization to have a clear, real-time view of the security incidents
happening in organizations throughout Cyprus and beyond.

Answered: 100

100%

20% 69.00%
B0%
404%
12.00%
0% 10.00%
- mm
0%
] Mo Maybe | don't know Other
(plezse
snacifil
AMSWER CHOICES * RESPOMSES -
* Yas 89.00% g2
* Mo 2.00% 2
* Maybe 18.00% 18
= | don't know 10.00%
= Other [please specify) Responsas 1.00% 1
TOTAL 100

Figure 1.3. Q16 of CYCSO Cyber-readiness survey

These preliminary results unveil some interesting assumptions about the
Cypriot business entities. Just 21% of the participants rated their incident-
response capability (Q14) as “mature” (20%) or “excellent” (1%), with the vast
majority (74%) of the respondents describing their capability as either “average”

(40%) or “immature” (34%).
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However, when it comes to the question of whether the private sector would
benefit from an incident-response scheme, similar to the one employed by the
national CSIRT (Q15), the vast majority of respondents expressed a positive
opinion (73%), while 24% of the respondents were skeptical about such an
initiative (21% answered “maybe” and 3% answered “l don’t know”) and just 2%

expressed a negative opinion.

Furthermore, when the issue of security incidents under-reporting was brought
up and the potential of having an anonymous-reporting solution, with no
reliance on a central authority (Q16), the vast majority were - again - positive
(69%), with a further 18% of the participants answering “Maybe”, a 10%

answering “l don’t know” and just a 2% expressing a definite negative opinion.

Although the aforementioned descriptive statistics cannot in any way lead to the
forming of definite conclusions, they do provide an indication of a preliminary
interest from the Cypriot businesses in utilizing such a solution. In addition, the
fact that the Cyprus Cyber Security Organization has expressed its interest (as
an authority) in using this decentralized platform for establishing an ISAC for its

members, can also be considered as a strong motivation.

o Academic requirement

This research counts towards the partial fulfilment of the requirements of the
University of East London, for the degree of “Professional Doctorate in

Information Security”.

1.5. Research approach and structure

This research follows a methodology/framework developed by Peffers et al
(2007), named “Design Science Research Methodology (DSRM)”. The

framework includes 6 “activities”, which were undertaken sequentially:
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Activity 1 = Problem identification and motivation

Activity 2 2 Define the objectives for a solution

Activity 3 2 Design and development

Activity 4 - Demonstration

Activity 5 2 Evaluation

Activity 6 - Communication

The following table provides an overview of the activities undertaken as part of

this research, along with a short description and concurrent association with this

research’s chapters:

development

Such artefacts are
potentially constructs,
models, methods, or
instantiations or new
properties of

technical, social,

reporting platform’s desired
functionality and
architecture were
determined and the platform

was developed.

Activity | Title Description Pertinence Relevant
no. Chapters
1 Problem Define the specific During this activity the 1,2
identification research problem problem of the traditional
and motivation | and justify the value security reporting platforms
of a solution were analysed, and the
value of the decentralized
solution was discussed.
2 Define the Infer the objectives of | During this activity the 4
objectives for a | a solution from the objectives of the
solution problem definition decentralized solution were
and knowledge of inferred rationally from the
what is possible and problem specification.
feasible
3 Design and Create the artefact. During this activity the 5
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and/or informational

resources

4 Demonstration | Demonstrate the use | During this activity a proof 6
of the artifact to solve | of concept of the reporting
one or more platform was executed with
instances of the the participation of a small
problem number of organizations.
5 Evaluation Observe and During this activity the 7
measure how well actual observed results
the artifact supports a | from the use of the
solution to the reporting platform were
problem compared to the initial
objectives of the proposed
solution. In addition, the
platform was evaluated by
external parties.
6 Communication | Communicate the During this activity the 1-8

problem and its
importance, the
artefact, its utility and
novelty, the rigor of
its design, and its
effectiveness to
researchers and
other relevant
audiences, such as
practicing
professionals, when

appropriate

aforementioned activities
were documented. The
structure of the document
followed the flow of the
DSRM activities and also
utilized some elements out
of the nominal structure of
an empirical research
process, including the

” oo«

“literature review”, “research
methodology” and
“discussion and conclusion”

chapters.

Table 1.1. Research approach and structure
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1.6. Related work

The comprehensive literature review (chapter two) identified a limited amount of
literature directly relevant to information security incident reporting and
blockchain. Graf & King (2018), used a Blockchain smart contract technique to
provide an automated trusted system for incident management workflow, that
allows automatic acquisition, classification and enrichment of incident data.
Their work, however, is focused on developing a solution that could replace
human input, by facilitating automatic cyber incident classification, in order to
enable analysts to focus on other tasks. Other examples include Blockchain-
based Security Information and Event Management (SIEM) systems - for
storing and accessing information security events - utilized by multiple devices,
within the broader concept of the Internet of Things (Mesa et al, 2019;
Miloslavskaya & Tolstoy, 2019) as well as a blockchain-based risk and
information system control framework, able to register risk registration data on
the ledger, thus ensuring traceability and irreversibility of entries (Ma et al,
2018).

The most directly relevant work regarding incident reporting and blockchain was
published by Adebayo et al (2019), who propose a theoretical framework for
public information sharing, based on blockchain. This framework describes an
open blockchain implementation, with no central authority, where any security-
conscious organization could join as a member, and could also include various
security vendors (e.g. antivirus companies) which, in-turn, could offer applicable
solutions (e.g. patches) to participating organizations, via a cloud configuration,
also accessible via the blockchain. As stated above, their work produced a high-

level, theoretical framework and not an actual instantiation.

1.7. Contribution to knowledge

Information security incident under-reporting is unambiguously a business
problem, as identified by a variety of sources, such as ENISA (2012), Symantec
(2016), Newman (2018) and more. This research project identified the
underlying issues that cause the problem of incident under-reporting. These
issues include organizations not reporting incidents due to fears related to
competition, the low chance of prosecution, reputational concerns, the
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increased cost related to reporting processes, possible financial penalties and
reprimands, the low level of organizational IS maturity, as well as burdensome
regulatory compliance procedures (Koivunen, 2010; Ahmad et al, 2015; Ruefle
et al, 2014; Choo, 2011; Ahmad et al, 2012, Johnson, 2002; Metzger et al,
2011; Jaatun et al, 2009; Etzioni, 2014; Humphrey, 2017; Housen-Couriel,
2018). A solution is proposed, in the form of an innovative artefact, which
confronts a number of these issues, and more specifically issues related to
reputational concerns and the increased cost of reporting, by embedding
specific features in the developed artefact, such as reporting anonymity, within
a low-cost reporting ecosystem. The developed artefact is the first application
utilizing a private blockchain for the manual reporting of incidents, through a
web-accessible reporting platform. To the best of the researcher’s knowledge,
there is currently no other solution offering similar benefits to

users/organizations for incident reporting purposes.

In summary, this research project makes the following contributions:

o adds to the literature of two fields which have not been extensively
studied (incident reporting and blockchain).

o identifies, compares, and evaluates the existing reporting schemes and
solutions, with an emphasis in manual reporting platforms.

o identifies the lack of standard taxonomies for information security
incidents, in line with previous findings.

o identifies the blockchain applications currently available in the areas of
information security, data management and incident reporting.

o describes the process of designing, developing, and evaluating a
functional, practical artefact in the blockchain domain, a domain where
most studies are either experimental proposals, or theoretical concepts,
with limited practicality in solving real-world problems (Taylor et al, 2019).

o indicates that the developed solution can potentially increase the
motivational level of users towards reporting incidents, through a series

of non-parametric significance tests.
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1.8. Thesis outline

The following table provides a short summary of this research’s chapters:

Chapter

Title

Summary

Introduction

This chapter introduces the concept of information
security incident reporting, identifies the causal
problem and sets out the research question. It
also describes the research motivation, approach
and structure while also pointing out the
previously related work and the contribution to

knowledge.

Background, literature
review & reporting means

evaluation

This chapter provides a comprehensive synopsis
of literature and background information related to
information security incident reporting and the
various aspects of the blockchain technology. It
also includes an evaluation of the existing incident

reporting means.

Research methodology

This chapter includes a description of the
available types of research, the research
philosophy and paradigms, a description of the
relevant research methods which could have been
undertaken to complete this project, as well as the
specific methodology (Design Science Research —
DSR) which was eventually selected, along with
the reasons behind this selection. The chapter
also includes a synopsis of the six activities
undertaken during this project (following the
DSRM process model by Peffers et al (2007)),
and also discusses research ethics and other

research considerations.

The decentralized

solution: Objectives

This chapter sets out the objectives of the
proposed solution, which were directly derived

from the research question.
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5 The decentralized This chapter describes the various design and
solution: Design and development activities that led to the creation of
development the artefact - a private, incident reporting platform,

based on the Ethereum blockchain technology.

6 The decentralized This chapter describes the verification and
solution: Demonstration validation activities performed in order to
demonstrate how the produced artefact provides a

solution to the defined problem.

7 The decentralized This chapter describes the activities performed to
solution: Evaluation evaluate the developed artefact, by utilizing a

DSR evaluation framework proposed by Venable

et al (2012).
8 Discussion and This chapter provides a summary of the research,
conclusion identifying contribution to knowledge, along with

various limitations of the proposed solution and

suggestions for future research.

Table 1.2. Thesis outline
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2. BACKGROUND, LITERATURE REVIEW & REPORTING
MEANS EVALUATION

2.1. Introduction

This chapter presents a comprehensive overview of the background literature
necessary, to examine both information security incident reporting, as a holistic
process, as well as blockchain technology, in the light of a new technology,
potentially capable of disrupting traditional business models (Friedimaier et al,
2018). The two, aforementioned, domains, constitute the major themes of this
research topic and the literature map in figure “2.1” portrays the structure upon
which the literature analysis and evaluation are based. According to Creswell
(2014), one of the first tasks of a researcher occupied with a new topic, is to
organize the literature; a literature map can significantly aid this process, by
breaking down the research topic into major literature topics and sub-topics,
thus providing a visual summary of the available literature. According to the
same author, literature maps can be organized in various ways- there is no
“right” or “wrong” arrangement. Figure “2.1.” displays a hierarchical break-down
of the two maijor topics (“Information security incident reporting” and “Blockchain

technology”) unfolding into their various sub-topics:
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2.2. Information Security incident reporting

Information has become the critical asset in the operation and management of
virtually all modern organizations (Pipkin, 2000) and is regarded as the resource
with the highest organizational value (Usmani et al, 2013). Information aids
organizations to increase their operational efficiency, process automation and
decision quality. It also helps in reducing response times, minimize costs and/or
maximize profit (Denning, 1999; Finne, 2000; Abrahams et al, 1995). According
to Sorrels et al (2008), information incidents can occur for a variety of reasons,
including external attacks, malicious insiders, natural disaster, accidents, and/or
equipment failure. Should an incident occur, Grimaila et al (2008), consider
necessary to notify all parties whose mission is critically dependent upon the
impacted information resource — and in a timely manner — in order for them to
take appropriate contingency measures. As previously mentioned, Information
Security Incident reporting can be described as the procedure of
notifying/sharing/reporting to either a user, an entity (e.g. an organization), a
group of entities/users, as well as an authoritative body about a security incident
which has occurred. Incident reporting can be viewed as a quality improvement
process for organizations, essential to reduce incidents (Gonzalez, 2005). The
benefits of this procedure vary: sharing such information can aid organizations
respond more quickly with focused remedies (Gordon et al, 2003), it can aid
prevention, detection and correction of potential security breaches (Gordon et
al, 2003, Sveen et al, 2007), it can enhance the identification of root causes and
mitigation techniques, it can provide statistics for data trend analysis (ENISA,
2013), while it can also reduce the uncertainty associated with cybersecurity
investments (Gordon et al, 2015). NIST (2012, p.45) considers incident
reporting as the “most important aspect of incident response coordination”.

2.2.1. Information Security Incident

Many definitions attempt to clarify the meaning of an “information security
incident”. Probably the simplest of them, is the one given by Condon & Cukier
(2008, p.72), who describe a security incident as “an event that has been
verified as attributable to a security failure - as opposed to a hardware failure or

misinterpretation of data”. Spruit & Gerhardt (1997) describe incidents as an
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unintended disruption or complication which results in the disability,
discontinuance or cost to an organization. Even earlier, in 1991, Wack defined a
computer security incident as “any adverse event whereby some aspect of
computer security could be threatened; loss of data confidentiality, disruption of
data or system integrity, or disruption or denial of availability” (Wack, 1991, p.1).
A security incident can also be described as “a violation (or imminent threat of
violation) of computer security policies, acceptable use policies, or standard
security practices” (NIST, 2012; Hansman & Hunt, 2005). Examples of such
incidents are attempts for unauthorized access to systems or data, unplanned
disruptions or denial of service attacks, unauthorized processing of data, or
unauthorized changes to hardware and/or software (NIST, 2012; ISO/IEC
27001, 2013; ISO/IEC 27035, 2016).

A more formal definition was formed by Stephenson (2004, p.4), who described
an incident as “a change of state in a bounded information system from the
desired state to an undesired state, where the state change is caused by the
application of a stimulus external to the system”. In other words, an incident can
be described as an event that overcomes any preventative controls of an
organization and inflicts negative changes on its information systems
(Baskerville et al, 2014).

At this point, it is critical to explicate the difference between an information
security “event” and an “incident”. According to ISO/IEC 27035 (2016, p2), an
information security event is “an occurrence indicating a possible breach of
information security or failure of controls”, whereas an information security
incident “is one or multiple related and identified information security events that
meet established criteria and can harm an organization’s assets or compromise
its operations.” Therefore, a security event does not necessarily transform into
an incident. Instead, a set of pre-established criteria dictate whether an event
can be classified as an incident.
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Information Security incidents can be deliberate or accidental (e.g. caused by a
human error or a natural phenomenon) and can be triggered by both technical
and physical means (Kostina et al, 2009). Spruit (1998) points out that security
incidents often occur due to a concurrence of circumstances and explains that
individuals may sometimes take decisions or perform actions that initially seem
correct, but eventually lead to security breaches. According to SANS’ Incident
Handler's Handbook (2011, p.2), “an incident is a matter of when, not if, a

compromise or violation of an organization’s security will occur”.

Back in 1998, Howard & Longstaff, in their effort to develop a common
language for security incidents, presented the following diagram, in order to

explain an incident’s taxonomy:

' incident
i l attack(s) |

| | [ v VI |
o )
Attackers Tool Vulnerability Action Target Unauthorized Objectives
! Result
Physical . Increased Challenge,
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Spies Exchange Implementation Scan - Process Information Gaain
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Terrorists Command Configuration Flood Data Information Gain
Corporate Script or . Demal of
Rasders Program Authenticate Component Service Damage
Professional Autonomous B c Theft of
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Figure 2.2. Computer & network incident taxonomy (Howard & Longstaff, 1998)

The diagram, even though developed as early as in 1998, depicts a practically
valid impression of an incident’s scope: from the various types of the attackers,
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to their tools and objectives, as well as their modus operandi. Nevertheless,
some categories have since been enriched, such as the various types of
attackers: organizations now face newer threats such as the “insider threat” — a
very dangerous security threat posed by internal entities of an organization,
such as a former or a disgruntled employee (Ambre & Shekokar, 2015), or
attacks caused by “hacktivism” - a digital form of activism that often employs
hacking skills and tools in order to attack governmental institutions and private
organizations grounded on a particular idea/belief (Brekine et al, 2019). The
attackers’ tools and methods have also evolved throughout the years, in
addition to the various types of new vulnerabilities and potential targets

introduced in this new era of “social media”, artificial Intelligence”, “machine

learning”, “big data”, “Internet of Things” and “Blockchain”.

2.2.2. Types of information security incidents

Historically, researchers have been struggling to reach consensus upon a
universally accepted list/categories of information security incidents. Icove et al
(1995) and Cohen (1995 & 1997) presented incident taxonomies - in attempts to

classify incidents - with terms such as: “Denial of Service attacks”, “Dumpster

diving”,

Viruses & worms”, “Excess privilege” and many more appearing in their
classification schemes. However, as stated by Cohen (1995), “a complete list of
the things that can go wrong with information systems is impossible to create”
and since “there is potentially an infinite number of different problems that can
be encountered, any list can only serve a limited purpose”. Howard & Longstaff
(1998) also stated, that even assuming that an exhaustive list could indeed be
developed, the taxonomy would be unmanageably long and difficult to apply.
According to the same authors, it is also not uncommon to find disagreements
in many different definitions of security incidents (Howard & Longstaff, 1998).
Even for popular terms such as “computer virus”, for example, although most
agree upon the general notion, there is no universally accepted definition
(Amoroso, 1994). Papers by Neumann & Parker (1989), Cheswick & Bellovin
(1994), Landwehr et al (1994), Cohen (1995 & 1997), Lindqvist & Johnson
(1997), Howard & Longstaff (1998), and more recent work by Kiltz et al (2007),
Zhu et al (2011) and Kacha (2014), are some examples of proposed

taxonomies regarding information security incidents.
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The complexity of setting up (and maintaining) a universally accepted
list/categories of information security incidents has not only been disconcerting
individual researchers, but organizations and authoritative bodies, as well. The
amount of different information security incident terms, the amount of different
taxonomies and the number of different versions of the same taxonomies, have
all been reported as complications by ENISA (2018), the European Union
Agency for Network and Information Security. ENISA aims to create a taxonomy
that can ensure that all European CSIRTS “speak the same language”,
something which would further facilitate sharing across CSIRTs, as well as
enable the harmonization of statistics between the CSIRT community (Mattioli &
Leguesse, 2018). ENISA and the European Computer Security Incident
Response Team are currently at the stage of developing such a taxonomy
(ENISA, 2018), which is going to be based on the latest “eCSIRT.net mkVI”
taxonomy, created by Stikvoort (2015). The eCSIRT.net mkVI” taxonomy is
currently in use by many European CSIRTs (ENISA, 2018) and is using the

following classification scheme for security incidents:

Incident . P .
Classification Incident Examples | Description / Explanation
or "Unsolicited Bulk Email”, this means that the recipient has not granted verifiable
Spam permission for the message to be sent and that the message is sent as part of a larger
collection of messages, all having a functionally comparable content.
Abusive Content Discreditation or discrimination of somebody (e.g. cyber stalking, racism and threats against

1
Harmful Speech one or more individuals)

5111(31:%5:}‘23'/ Child Pornography, glorification of violence, ...

Virus

Worm
Malici Trojan Software that is intentionally included or inserted in a system for a harmful purpose. A user

alicious Code 2 ) I .

Spyware interaction is normally necessary to activate the code.

Dialer

Rootkit

Attacks that send requests to a system to discover weak points. This includes also some kind

Scanning of testing processes to gather information about hosts, services and accounts. Examples:
Information fingerd, DNS querying, ICMP, SMTP (EXPN, RCPT, ...), port scanning.
Gathering Sniffing Observing and recording of network traffic (wiretapping).

Soci . . Gathering information from a human being in a non-technical way (e.g. lies, tricks, bribes, or

ocial Engineering threats).

1 Was "harassment” - legally the term "harmful speech” is more correct, as it includes harassment, discrimination and defamation
2 "Malicious code” refers to malicious software inserted into a system. The vector that caused the insertion is not apparent here. The vector
can be an “intrusion” from the outside, but also a USB stick, or other internal vector.
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An attempt to compromise a system or to disrupt any service by exploiting vulnerabilities
with a standardised identifier such as CVE name (e.g. buffer overflow, backdoor, cross site
scripting, etc.).

Login attempts Multiple login attempts (Guessing / cracking of passwords, brute force).

New attack signature | An attempt using an unknown exploit.

Privileged Account

Exploiting of known
Intrusion Vulnerabilities
Attempts ?

Compromise

lAJ:é:ﬂr;‘r';:eged A successful compromise of a system or application (service). This can have been caused
Intrusions * Compromise remotely by a known or new vulnerability, but also by an unauthorized local access. Also

Application includes being part of a botnet.

Compromise

Bot

DoS By this kind of an attack a system is bombarded with so many packets that the operations are

DDoS delayed or the system crashes. DoS examples are ICMP and SYN floods, Teardrop attacks and

Sabotage mail-bombing. DDoS often is based on DoS attacks originating from botnets, but also other

scenarios exist like DNS Amplification attacks.

However, the availability also can be affected by local actions (destruction, disruption of
Outage (no malice) power supply, etc.) - or by Act of God, spontaneous failures or human error, without malice or

gross neglect being involved.

Availability

Unauthorised access . . .
) N Besides a local abuse of data and systems the information security can be endangered by a
to information

Information Unauthorised successful account or application compromise. Furthermore attacks are possible that
Content Security intercept and access information during transmission (wiretapping, spoofing or hijacking).

modification of .
. . Human/configuration/Software error can also be the cause.
information

3 An "attempt” refers to the mechanism used to try and create an intrusion. The intrusion may have failed - ar not.
+ An "intrusion” will as rule of thumb be the result of a successful intrusion attempt.

Unauthorized use of | Using resources for unauthorized purposes including profit-making ventures (E.g. the use of
resources e-mail to participate in illegal profit chain letters or pyramid schemes).
Offering or Installing copies of unlicensed commercial software or other copyright protected

Fraud Copyright materials (Warez).
Masquerade Type ofa[tacks in which one entity illegitimately assumes the identity of another in order to
benefit from it.
Phishing Masquerading as another entity in order to persuade the user to reveal a private credential.
Vulnerable Open for abuse Qpen resolvers, world readable printers, vulnerability apparent from Nessus etc scans, virus
signatures not up-to-date, etc
All incidents which
don't fit in one of the - . . . o - . .
X . If the number of incidents in this category increases, it is an indicator that the classification
Other given categories .
X scheme must be revised.
should be put into
this class.
Test Meant for testing Meant for testing

Table 2.1. eCSIRT.net mkVI Classification Scheme by Stickvoort (2015)

Other classification schemes, with very similar categories and characteristics,
include, among other, the “Open Threat Taxonomy” by Tarala & Tarala (2015),
the taxonomy developed by the “MISP threat sharing platform”, with readily
available machine-tags for incidents (Wagner et al, 2016), the CESNET’s
simplified “incident taxonomy” (Kacha, 2010) and even an incident taxonomy
developed by the European Banking Authority (EBA, 2017), regarding major
incident reporting for its members (i.e. financial organizations) under EU
Directive 2015/2366 (PSD2).
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2.2.3. The financial impact of an incident

In a broader context, Knight & Pretty (1997), while investigating organizational
catastrophes, showed a direct causal relationship between organizations that
effectively responded to an incident and successfully recovered from
catastrophes. Shedden et al (2010) state, that the ability of organizations to
effectively mitigate incidents, of all kinds, plays a major role in preventing those
incidents from escalating into a catastrophe. The number of reported incidents
concerning IT systems keeps rising each year (Ryba etl al, 2009), and these
incidents are able to inflict staggering financial losses to organizations (Grispos
et al, 2014). Information Security threats are now a major risk to organizations,
and Chabinsky (2014) states that information security issues require board-level
consideration, as they have the same effects with other major business issues.
Information Security risk mitigation should be treated as a business issue, since
it has a positive impact on the share price and market position of organizations
(Von Solms & von Solms, 2005).

Zafar et al. (2012), in a study investigating the impact of an organization publicly
announcing an information security breach, identified that a security breach
announcement not only affects the impacted organization, but can also have an
effect on the wider industry as a whole. The financial impact of security
breaches has been emphasized by both academic researchers as well as
practitioners, and ways to combat these increased security incidents in
organizations are constantly being investigated (Glisson et al.2006). Campbell
et al (2003), when examining the economic effect of information security
breaches reported in newspapers on publicly traded US businesses, identified a
significant negative market reaction for security breaches involving
unauthorized access to confidential information — but no significant reaction
when the incident did not involve confidential information. Pirounias et al (2014),
when investigating the impact of security incidents on a firm’s value, identified a
negative statistically significant impact of security breaches, with technology
firms appearing to suffer higher costs from security breaches than non-
technology firms. In the same context, when examining the impact of security
incidents on the stock value of firms, Yayla & Hu (2011, p.60) identified that

“pure e-commerce firms experienced higher negative market reactions than
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traditional firms in the event of a security breach”. Furthermore, when
investigating security incidents in healthcare organizations, He & Johnson
(2017) identified that such incidents can have “a negative impact”. In addition, in
this new era of “social media” we are now living in, Rosati et al (2019, p.1)
identified that “the use of social media exposure at the time of a data breach
exacerbates the negative stock price to the announcement”, when analyzing 87
data breaches from 73 US publicly-traded organizations. In other words, the fact
that anyone can publicly share an opinion in various social networks nowadays,
makes things much worse for organizations, following an information security

incident.

Along the same lines, investigations by Ettredge and Richardson (2003), Garg
et al. (2003), Cavusoglu et al (2004) and Acquisti et al (2006) found that
information security breaches lead to significant negative market valuation in
organizations. Garg et al (2003) even attempted to estimate the average cost of
an incident of publicly listed companies: they found the cost to be somewhere
between $17 and $28 million per incident, or 0.5 to 1.0 percent of the
company’s annual sales. On the contrary, there are some investigations that do
not find any significant impact in organizations following a security breach, such
as those by Hovav and D’Arcy (2003) and Kannan et al (2007). Moreover, an
investigation by Rosati et al (2017) on a sample of 74 data breaches from 2005
to 2014, even identified “a positive short-term effect of data breach
announcements on both bid-ask spread and trading volume”, but only
evidenced on the actual day of the announcement, with “market efficiency
ensuring a quick return to normal market activity”. A systematic review by
Spanos & Angelis (2016) analyzing 45 studies on information security impact on
stock prices, aligns with the above: The majority (75.6%) — but not all - of the
studies, do, indeed, report statistical significance of the impact of security
incidents to the stock prices of organizations (Spanos & Angelis, 2016).

It is therefore obvious, that, in most cases, financial consequences to

organizations can indeed be brought on by an information security incident.
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2.2.4. Incident reporting in incident response’s lifecycle

Since attacks frequently compromise valuable business and personal data, it is
critical for an organization to respond rapidly and efficiently when security
breaches occur (NIST, 2012) .Incident response, which can also be referred to
as “incident management” or “incident handling”, refers to the formal, structured
methods, by which organizations engage “teams” to detect and eradicate
information security incidents (Wiik et al, 2005). These incident response teams
are created in an effort to address information security incidents (Killcrece et al.,
2003; Mitropoulos et al, 2006). The objective of a security incident response
team, according to Mitropoulos et al (2006), is to minimize the damage from an
incident, while allowing an organization to learn about the root cause of the
incident and thus prevent its re-occurrence. Jaikumar (2002) even described
these teams as 'firefighters' within organizations, devoted to the preparation,

identification, analysis and recovery from security incidents.

A structured incident response procedure allows the organization and
particularly those handling the incident to “know exactly what to do” (Osborne,
2001), and is thought to be one of the most important requirements for business
continuity in an organization (Nowruzi et al, 2012). Whitman & Mattord (2005)
note, that, in general, when considering the timeline of business continuity,
incident response is the immediate action taken after a security breach (or
potential security breach), while disaster recovery and business continuity are
longer-term concerns. In other words, incident response can be described as
the considerations and actions undertaken upon the detection of a security
incident, and the immediate short-term actions taken to reduce the exposure of
the organization (Shedden et al, 2010). It is a critical process, ensuring that
organizations have the capability of effectively responding to, recovering from,
but also learning from, security incidents (Shedden et al, 2010). A structured
procedure also helps eliminating uncertainty and unnecessary panic from the
human resources devoted to handling an incident (NIST, 2012). The ultimate
objective of the incident response procedure is to minimize the effects of a
successful attack and to ensure an expedient recovery (Wiik et al, 2005).
Although incidents do not necessarily result in breaches, indeed avoiding that

incidents eventually result in breaches, is the main reason for having an incident
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response procedure in place (Bersnmed & Tondel, 2013). Since incident
response should not be just a reactive process but it should also be proactive,
in nature (ISO/IEC 27035, 2016), an incident response procedure should take
all appropriate measures to minimize the risk of an incident materializing in the
first place (Davis et al, 2006).

There are various schemas/models describing the appropriate phases/steps an
incident response procedure should follow. NIST (2012), for example, in its
“Computer Security Incident Handling Guide”, describes four phases in an
incident’s response life cycle: “Preparation, “Detection & Analysis”,
“Containment, Eradication & Recovery” and “Post-incident activity”. Similarly,
ENISA (2010), also includes four phases in its “Good Practice Guide for
Incident Management”: “Incident Detection”, followed by “Triage”, “Analysis” and
finally “Incident response”. Six phases are described by the SANS Institute

(2011) “Incident Handler's Handbook”, namely: “Preparation”, “Identification”,

“Containment”, “Eradication”, “Recovery” and “Lessons learned”. Another

example is the “Information Security Incident management” international
standard” (ISO/IEC 27035, 2016), which describes five phases in the incident

, “Assessment”, “Response”

response procedure: “Preparation”, “|dentification
and “Learning”. Mitropoulos et al (2006), also presented a six-phase procedure

for incident response, as evident in the following figure:

P PREPARATION 1

IDENTIFICATION b

CONTAINMENT }

ERADICATION ;

RECOVERY ;

FOLLOW.UP

Figure 2.3. The incident response procedure (Mitropoulos et al, 2006)
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It is therefore noticeable that while different organizations/bodies/researchers
may use slightly different numbering and/or sequencing of phases, the overall
philosophy behind an “ideal” incident response procedure, ultimately remains

the same.

As stated by Line and Albrechtsen (2016), the various incident response
schemas/models have a large number of similarities, with each describing a
preparation phase and subsequent phases for detection analysis and incident
response, while also including activities related to “lessons learned”, although
not all schemas define a separate phase for this activity. Ultimately, these
models perform the same functions, through a very similar procedure. It is worth
noting, however, that while other models (such as SANS, NIST etc.) are either
developed by single organizations or by individual researchers, the ISO/IEC
standard is based on international consensus (Line & Albrechtsen, 2016).
Furthermore, Tondel et al (2014), in a systematic review of empirical studies on
information security incident management, compared the identified studies with
the ISO standard and concluded that current practices and experiences align

well with it.
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The following figure depicts the five phases of the ISO/IEC 27035 standard:

PLAN AND PREPARE

® information security incident management policy, and commitment of top management

® information security policies, including those related to risk management, updated at both
corporate level and system, service, and network levels

information security incident management plan

[RT establishment —
relationships and connections with internal and external organizations
technical and other support (including organizational and operational support)
information security incident management awareness briefings and training
information security incident management plan testing

¥

DETECTION AND REPORTING

® collecting situational awareness information from local environment and external data sources
and news feeds

® monitoring of constituency systems and networks

® detection and alerting of anomalous, suspicious or malicious activities

® collection of information security event reports fromconstituents, vendors, other IRTs or
.‘H-!E.'IJI']{}' (lrgilﬂl}‘_i'llin]'l!i Hfl[] EILI[[]I'[IH'[-.'[] Sensors

® reporting information security events

| ]
ASSESSMENT AND DECISION
® information security assessment and information security incident determination
¥
RESPONSES
® determination of whether information security incidents POSTINCIDENT ACTIVITY
are under control by investigation e further investigation, if
® containment and eradication of information security incidents required
® recovery from information security incidents
® resolution and closure of information security incidents

¥

LESS50NS LEARNT

® jdentification of lessons learnt

® identification of and making improvements to information security

® jdentification of and making improvements to information security risk assessment and —
management review results

® jdentification of and making improvements to information security incident management plan

® gvaluation of the performance and effectiveness of the IRT

Figure 2.4. Information security incident response phases (ISO/IEC 27035,
2016)

According to the standard, the first phase (“Plan and prepare”) runs
continuously, whereas the following four phases come into play upon the
occurrence of an incident. “Plan and prepare” phase includes activities such as
establishing a team, creating a policy and plan, as well as gaining management
support and creating a culture of incident awareness, in an organization. The
following phase, “Detection and Reporting”, is triggered upon the occurrence of
an event, and involves collecting all necessary incident information from the

internal and external environment, detecting the suspicious activity and its
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sources, and reporting accordingly, possibly through an incident reporting
platform or through any other means (e.g. electronic mail or telephone). The
“Assessment and Decision” phase is the one that follows, where the event
should be assessed, and the kind of response required should be decided.
During this phase, a security event could eventually escalate into a security
incident. The “Responses” phase denotes the necessary actions required to
contain, resolve and recover from the incident. The last phase, “Lessons
Learnt’, is the phase where the organization should identify if everything
eventually worked out “according to plan” and consider ways to improve their
response procedure and their overall information security posture. These
improvements should then be fed to the continuously running “Plan and

Prepare” phase.

It is therefore critical to explicate where “information security reporting” fits
within the overall incident management lifecycle. The obvious answer is, that
reporting should be initiated in the “Detection & Reporting” phase - where an
event, after its detection and validation, should be reported to designated
internal and external systems and actors. Furthermore — and subject to an
organization’s reporting protocol — reporting could also be initiated in the
“Assessment and Decision” phase, after a security event has been effectively
classified as a security incident. However, incident reporting, as an activity,
could also be part of the “Lessons learned” phase: After an organization has
concluded all necessary actions to resolve an incident — it could report a
detailed description of the actual incident - to all interested parties — which could
include, among other, a more accurate description of the incident, including its
name, category and criticality ranking, the attacker's modus operandi, the
systems affected and any other relevant information. This report could generally
re-evaluate all information submitted as part of the initial report, in order to
support clarity and accuracy of information, among all information-sharing
parties. This could basically be characterized as a “revisit action”, and could be
important to perform, as organizations, in the initial stages of an incident, could
pay less attention to precisely reporting - and describing - an incident
(especially to external parties), as they would rather focus their efforts towards

identifying, containing, resolving and recovering from an incident occurring
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within their own organization. The following figure portrays the three phases of
the ISO 27035 (2016) standard where incident reporting could be incorporated:

“Assessment
and Decision”
phase

"Detection

and Incident "Lessons

Reporting” reporting Learnt" phase
phase

Figure 2.5. Incident reporting in the incident management lifecycle of ISO 27035

2.2.5. Incident reporting: Scaling the benefits

As already mentioned, it seems that organizations commonly find it difficult to
disseminate information related to security incidents (He and Johnson, 2012;
Grispos et al., 2015). A general mistrust is usually shown to any outsider who
wants to obtain data on internal information security issues (Kotulic & Clark,
2004). The task of information sharing gets even harder, since organizations
usually do not have a systematic or standardized way of sharing incident-
related information, as identified by He et al (2014), in an empirical study aiming
to present a template for structuring the organizational lessons learned from
security incidents. Organizational disclosure decisions are usually shaped by
various factors, such as information collection and processing costs, regulatory
and litigation costs, as well as various other economic and reputational factors
(Meek et al, 1995; Schwartz & Janger, 2006). Having these in mind, should
organizations ultimately report or not their various security incidents? The

following sections present the positive and negative aspects of each approach.
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2.2.5.1. Motivation for incident reporting

According to ISO/IEC 27002 (2013), since information security incidents might
surpass organizational and national boundaries, there is an increasing need to
coordinate response and share information about these incidents with external
organizations. Efficient reporting is considered a maijor factor, for effective
information security management in an organization (Ma et al, 2009) and the
need for information dissemination is created by every incident, both for people
inside the company, as well as for outside audiences (Coombs & Holladay,
2012). Information sharing is an important aspect of incident response
coordination, where different organizations share threat, attack, and
vulnerability information with each other, so that each organization’s knowledge
can benefit the other and thus collectively reduce the potential impact of
incidents (NIST Incident Handling Guide, 2012). According to the same source,
this is both necessary and mutually beneficial, because the same threats and
attacks often affect a multitude of organizations. Along the same lines,
Reynolds & Seeger (2005, p.46) argue that disclosing incident information is an
essential part of crisis communications and can "reduce and contain harm,
provide specific information to stakeholders, initiate and enhance recovery,
manage image and perceptions of blame and responsibility, repair legitimacy,
generate support and assistance, explain and justify actions, apologize, and

promote healing, learning, and change".

Information security reporting can be viewed as a quality improvement process
(Gonzalez, 2005). Among the ability of recognizing an incident, effectively
reporting it is of paramount value in today’s digital atmosphere (Grispos et al,
2017). Researchers (Sveen et al, 2005; Khurana et al, 2009) argue that the
reporting of incidents allows them to be investigated and learned from, and that
this knowledge can then be used to avoid such incidents occurring in the future,
by putting into place adequate technical and organizational countermeasures.
Therefore, overall cyber security posture can be improved by voluntarily sharing
incident information across industries (Schwartz & Janger, 2006). Furthermore,
Hausken (2007) argues that when security investments become too costly for
organizations, the exchange of incident-related information with other business

entities can generally improve their cyber defense.
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Regulatory compliance can also act as a major motivation for incident reporting
(Fitzpatrick & Rubin, 1995). Regulations such as the EU General Data
Protection Regulation (GDPR), the NIS Directive for critical infrastructure
providers and the PSD2 Directive for financial institutions, all impose strict
incident-related reporting requirements for organizations (Housen-Couriel,
2018). Among complying with regulatory requirements, organizations choose to
disclose incident information also for other reasons, such as restoring reputation
in the eyes of the media and value chain, or even for asking for the help of
supporters (Kaufmann & Kesner, 1994). Kulikova et al (2012) argued in favor of
voluntary reporting, based on the fact that the vast majority (92%) of security
incidents in 2011 were discovered by a third party, and thus organizations
eventually had to deal with the “public embarrassment” caused by the incident.
Regarding the matter of “restoring public reputation”, Gordon et al (2010) even
found statistically significant evidence that voluntary disclosures about security
incidents have a positive effect on the market value of an organization, although

this can be contentious, as evident in the following section.

2.2.5.2. Demotivation for incident reporting

Although it seems there are many benefits for reporting incidents (Sveen et al,
2005; Khurana et al, 2009; Schwartz & Janger, 2006; Hausken, 2007; Ma et al,
2009; Kulikova et al, 2012; Reynolds & Seeger, 2005; Gonzalez, 2005; Grispos
et al, 2017 and more), the reporting statistics convey a different reality.
According to the IOD & Barclays Policy report (2016), only 28% of cyberattacks
against businesses were reported to the police. The Internet Security Threat
Report by Symantec (2016) mentions that the number of companies that
refused to report the scope of a data breach jumped by 85 percent, compared
to the previous year. The US Securities & Exchanges Commission reported
that nearly 65 percent of affected public companies did not report cybersecurity
breaches to the SEC, between 2011-2017 (Newman, 2018). Since 2011, when
the SEC issued its initial cyber guidance, only 106 companies have reported
incidents to the Commission. But during that same period, there were 4,732
cyberattacks on American businesses, researchers for the Privacy Rights
Clearinghouse found (Newman, 2018). Furthermore, a report by Ipsos MORI

and the University of Portsmouth (2017), has identified that just over four in ten
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(43%) UK businesses (survey sample: 1523 UK businesses) reported their most
disruptive breach outside their organization, and most commonly this was
reported only to an outsourced cyber security provider (where the reporting
might be to enable appropriate aid). Only 26% of the most disruptive breaches
were externally reported to anybody outside of a cyber security provider, with
the most common places to report the breach being a bank, building society or
credit card company, followed by the Police at just 19%. Reporting to other
public sector agencies was identified as very low, with reporting to Action Fraud
UK being the most common (7%), followed by a few other public sector
agencies, such as the Centre for the Protection of National Infrastructure (CPNI)
and the Cyber Security Information Sharing Partnerships (CISP and CIFAS).
Even between state-members of the EU, there is still little exchange of
information about breaches, between different national authorities (ENISA,
2012).

Sharing information about information security issues is not always as
straightforward, since sensitive information is involved (Line & Albrechtsen,
2016). Organizations share a lack of willingness to disseminate incident-related
information outside the organization (Jaatun et al, 2009; Hove et al, 2014), as
well as a general lack of openness, when it comes to discussing security
incidents (Jaatun et al, 2009). A study by Koivunen (2010) identified a
substantial demand for the incident originators to retain their anonymity
throughout the reporting process. Furthermore, according to Ahmad et al
(2015), organizations incline towards purposely excluding ‘outsiders’ from the
early stages of incident response, in order to prevent “misunderstandings” and
“‘premature conclusions”, which may lead to embarrassment. Even within a
context of a “trusted relationship”, it seems that organizations hesitate to report
security incidents to other entities, for various reasons, which include negative
publicity, competition and regulatory compliance (Ruefle et al, 2014). Choo
(2011) states that organizations under-report due to considering most incidents
as not being “serious enough”, as well due to concerns regarding adverse
publicity and low chance of prosecution. According to Kopp et al (2017), even
when sharing is mandated by a regulation, and government agencies actively

contribute their own knowledge of cyber incidents for the mutual benefit of
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participants, private sector actors’ participation may be less than optimal. In
addition, Humphrey (2017) states that organizations may under-report due to
their limited IS organizational maturity: they may focus efforts on the immediate
incident, rather than on the root cause of the problem and they may be resistant
to change, based on the rigidity of their core beliefs. Furthermore, they may lack
corporate responsibility, while they could also exhibit a tendency towards
scapegoating. They could also face dilemmas of contradictory imperatives, such

as the need for “communication” versus the need for “confidentiality”.

However, reporting issues may originate from within. Humphrey (2017)
identified that incident under-reporting might occur in organizations because of
ineffective communications of personnel, as well as due to the difficulty faced by
employees in understanding complex events. Furthermore, the author states
that people are often not willing to learn from negative experiences (even if it's
for their own benefit), and that human alliances can lead to people “forgiving”
other colleagues. Low job satisfaction and a high level of stress could also have
adverse effects on the quality/quantity of reporting (Humphrey, 2017).
Furthermore, Ahmad et al (2012) identified several reasons which discouraged
employees from reporting security incidents within an organization. These
reasons include fear for financial penalties, reprimands and reputational impact,
as well as burdensome follow-up procedures applied by the regulators. Johnson
(2002), when proposing barriers that must be addressed for incident reporting to
be effectively applied in industries, suggested removing the fear of retribution
from reporting entities, as well as creating an organizational environment which
encourages reporting, while also isolating the fear of negative media publicity.
Moreover, other issues also influence the overall effectiveness of the reporting
process. Metzger et al. (2011) identified that some network administrators did
not report incidents, either because they “did not know that they should” or
because they were afraid of the incident’s consequences. Moreover, according
to Briggs et al (2017, p.5), employees may also hesitate to report incidents due
to the fear about “being held accountable for the outcome”. Hove and Tarnes
(2013), while conducting a survey of employees in an organization, identified
that employees were not sure which incidents to report and to whom, within the

organization. Moreover, Jaatun et al (2009) identified a “deep sense of mistrust”
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between network administrators and process control engineers — a fact which is
distressing, since incident management is collaborative in nature (Tondel et al,
2014). Cusick and Ma (2010) state that a variety of incidents may be observed
but not necessarily logged, typically when the incident is considered as “non-
critical”’. Along the same lines, Kurowski and Frings (2011) identified that in
organizations with an active reporting system/platform, just 17 percent of the IT
Security Managers surveyed admitted that all cases were registered in the
incident reporting system/platform, with as many as 50 percent of the incidents

reported just through e-mail or telephone, without being added to the platform.

Bad communications, internal or external, can cause an overall confusion about
a situation among key audiences, they can initiate rumors and they can even
have a negative effect on a firm’s shares (Dilenschneider & Hyde, 1985). It
seems likely that organizations face both internal and external contemplations in
the overall incident reporting process. However, as Ruefle et al (2014) point out,
incident reporting is beneficial for organizations and throughout the process of
incident reporting, it is important for them to properly balance the protection of
the organization’s identity and providing generalized incident information. This
will allow the recipients to assess their similarity to the target, perform risk

analysis, and prioritize defensive actions (Ruefle et al, 2014).

2.2.6. Incident reporting: Means and methods

Incident reporting can be accomplished manually or automatically and can
happen through various means such as telephone, e-mail, reporting
software/platforms, or through verbal communications (Metzger et al, 2011;
Grispos, 2017). Manual reporting refers to the manual registration of incidents
(through any means) by human beings, while automatic reporting does not
require human interference - it can be accomplished through various automated
tools, such as antiviruses, firewalls and IDS/IPS systems. It is important to note,
that automatic reporting is directly linked — and immediately follows - the
automatic “detection” of incidents, by these various tools, whereas manual
reporting depends on an individual registering the incident, with information
probably combined from a variety of sources (which may also include
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information received from automated tools), but with the incident’s detection and

identification/validation stage already to have taken place (Schultz, 2007).

2.2.6.1. Automatic vs manual reporting

As previously mentioned, detection, collection, and reporting of incidents may
happen manually or automatically (Tondel et al, 2014). When researching
current practices in information security incident management, Tondel et al
(2014) described many examples of automatic reporting mechanisms, such as
reports received from security monitoring systems (IDS/IPS), antivirus software,
honeypots, log monitoring systems, information security management systems
and correlation engines, as well as reports occurring from network monitoring
systems such as firewalls, network flow analysis, and web filtering mechanisms.
Metzger et al (2011) and Grispos et al (2017) described ways for the manual
reporting of incidents, which cannot happen without human interaction, and
involve individuals registering incidents, such as reporting incidents through
telephone and e-mail, through verbal communication and through software

implementations, such as various reporting/incident tracking platforms.

In some organizations, the detection and reporting processes of incident
handling are completely automated (Cusick and Ma, 2010; Metzger et al.,
2011). This is a relatively new concept (Koivunen, 2010) and only became
available when, in 2007, the Trans-European Research and Education
Networking Association (TERENA) proposed a machine-readable format for the
automated reporting of incidents: The Incident Object Description Exchange
Format (IODEF), an XML-based scheme for representing information security
incidents commonly exchanged between CSIRTSs, currently in its second
version (Danyliw, 2016). Since then, however, other standards have been
proposed, by various organizations and bodies, in an attempt to standardize
automated security information sharing. Examples of these standards include,
among others, the Trusted Automated Exchange of Indicator Information
(TAXII), proposed by the US Department of Homeland Security and utilizing the
STIX language — an XML language specifically used for conveying cyberthreat
information (Kampanakis, 2014), the Security Content Automation Protocol
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(SCAP), proposed by the US National Institute of Standards and Technology
(NIST) and the Common Vulnerability Reporting Framework (CVRF), proposed
by the Industry Consortium for Advancement of Security on the Internet
(Kampanakis, 2014). These standards enabled the creation of various
automated information sharing platforms, such as the “Cyber Threat XChange
(CTX)” platform, the “Open Threat Exchange (OTX)” platform, the “Soltra”
platform and the “Collaborative Research into Threats (CRITS)” platform
(Mtsweni et al, 2016). In addition, automatic reporting platforms have been
developed by national CERTS, such as the “Warden” platform developed by the
Czech CERT (Bodo & Kouril, 2014), the “AbuseHelper” platform developed by
the Finnish, Estonian and Belgium CERTSs, the “Megatron” platform developed
by the Swedish CERT and the “n6” platform developed by the Polish CERT
(Kijewski & Pawlinski, P, 2014).

Automation in incident reporting, however, does not come trouble-free and the
automated tools have their limitations (Tondel et al, 2014). Most of the proposed
standards use XML, which can be considered a restricting factor for data
sharing, with concerns focusing on redundancy, storage size, and processing
(Kampanakis, 2014). Werlinger et al (2010) identified a lack of accuracy in tools,
with high false positive rates, as a result. In addition, the automated tools’
usability is also a concern, with researchers identifying an organizational need
for often customization/adjustments of these tools (Werlinger et al., 2008, 2010;
Metzger et al, 2011). Furthermore, information needs to be sanitized before
automated exchange can take place, while sharing all available security data
could lead to performance and scaling concerns in organizations (Kampanakis,
2014). Hove and Tarnes (2013), when researching automated
monitoring/reporting systems in three organizations, although they did signify
the potential of tools and automation, they also highlighted the fundamental role
of users in detecting and reporting abnormal and suspicious system behavior.
Line (2013), when researching the power automation systems in six large
distribution system operators, identified that although automated
detection/reporting systems were in place, in most cases operators relied on
manual detection/reporting of incidents by the employees.
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It seems that manual reporting still remains the key in the reporting of incidents,
despite the recent focus in automatic mechanisms (Werlinger et al, 2010;
Koivunen, 2010; Metzger et al, 2011; Hove and Tarnes, 2013; Line, 2013). This
is further supported by a case study conducted by Grispos et al (2015), who
identified that the majority of security incidents in the organizations they
surveyed were reported manually, either through e-mails or verbally. In addition,
Metzger et al (2011) reached similar conclusions: they identified that even when
automated systems were in place in the organizations they surveyed, the
majority of incidents were manually reported, by either e-mail or telephone,
through local systems and service administrators. According to the same
authors, when they examined various CSIRT operations at the Leibniz
Supercomputing Centre (LRZ), they identified that the manual reporting process
was the one most frequently used, and ultimately, the one truly essential. Along
the same lines, Hove et al (2014) concluded that in organizations, manual
reporting processes were more popular than automatic ones. These findings,
however, do not suggest that manual reporting is a panacea for organizations,
nor that issues cannot still be caused by manual reporting processes. For
example, manual reporting can still produce false positives: users may
inadvertently input false data into a reporting form, or even worse, they may
deliberately select to do so, given the ‘right’ motivation. It is therefore crucial,
whatever the method (manual or automatic) an organization ultimately utilizes
for its reporting purposes, that proper security controls are in place (e.g.
policies, standards and procedures, proper sanitization and scrutinization of

reports and other).

2.2.6.2. Incident reporting platforms vs other reporting means

Researchers have indicated a variety of methods that employees use for the
manual reporting of incidents, such as e-mail, telephone and other verbal
communications (Metzger et al, 2011 and Grispos et al, 2015, 2017; Hove and
Tarnes, 2013; Line, 2013 and others). In addition, studies by Ahmad et al
(2012) and Hove and Tarnes (2013) revealed that in some organizations,
incidents were reported through existing help desk functions. Furthermore,

manual incident tracking/reporting platform systems were in use by
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organizations surveyed in studies by Ahmad et al (2012), Cusick and Ma (2010)
and Metzger et al (2011).

Communicating incidents though e-mail, telephone or other informal tools might
become problematic: e-mails could be delivered to the wrong recipients (or not
delivered at all), telephones might not be answered, and verbal communications
might be ignored, or even deliberately neglected. The utilization of an incident
reporting platform, for reporting purposes, is considered of high value to
organizations: Metzger et al (2011) stated that organizations should use such a
tool and recommended to collect all data related to the incidents into such a
system, while Cusick and Ma (2010) praised the use of an incident reporting

platform for reporting incidents.

An incident reporting platform, with a clean and easy to navigate interface, with
clear submission instructions and available templates, could probably aid the
incident reporting capability of an organization. It could eliminate the possibility
of delivering a report to unauthorized recipients (since the platform’s users
would be pre-authorized), while it could also enable the possibility of extracting
statistics and reports, viewing historic trends, and submitting queries in a

searchable database.

2.2.7. Evaluation of existing reporting platforms

As mentioned in the “Introduction” chapter of this document, a search for
identifying incident management/reporting platforms/software available through
the web, indicates a far greater amount of available platforms/software related
to reporting/managing “safety” incidents (i.e. workplace health & safety,
personnel injuries, facilities maintenance disruption and generally incidents
directly related to occupational health and safety agencies) rather than
“security” incidents (i.e. information security incidents). There are, of course,
similarities between safety and security platforms, since in many cases they are
interrelated (Sveen et al, 2007), however “safety” reporting platforms fall out of

scope, since they serve a different purpose.

47



Information Security incident reporting has traditionally occurred through ad hoc
methods, such as email, instant messaging clients, and phone (NIST, 2012).
According to the same source, this type of reporting usually relies on an
individual's connections with employees in incident response teams of partner
organizations and tends to be largely unstandardized, in terms of what
information is communicated and how that communication occurs. As an
alternative, various reporting platforms (software) have been created and
became available in the market, which can be used for reporting internally,

within an organization, or externally, with third parties.

2.2.7.1. Identification of existing reporting platforms

The first step towards evaluating the existing information security incident
reporting platforms/software currently available, concerned their discovery and
identification. Therefore, a rigorous search was conducted in both general
interest databases (i.e. “Google” and “Bing” search engines) and academic
databases. This rigorous search was necessary, in order to identify as many
available/accessible reporting platforms as possible, so as to appropriately
identify, compare and evaluate their various features and characteristics in a
sufficiently representative degree. Although the search was international in
scope, only texts in English language were considered. The search was purely
electronic, no grey literature or hand search was applied. The following table

summarizes the applicable search criteria:

Electronic
“incident”, “report*”, “software”, “platform*”, “information”,
“security”, “tool™”

Google search engine, Bing search engine

ArXiv, CiteSeerx, DBLP, Proquest, Taylor Francis, Science
Direct, Semantic Scholar, Wiley Online Library, Elsevier, Google
Scholar

Title and description of each result was examined. In cases of
insufficient information, the electronic resource was

accessed/examined
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Academic databases Title, abstract and keys/notes of each paper was examined. In
search details cases where the abstract provided unclear or insufficient
information, the whole paper was examined

Academic resource type Articles and proceedings (not limited to peer-reviewed), reviews,
books

Software reporting type Pure incident reporting platform or incident

response/management platform with integrated reporting

functionality; Manual and/or automatic reporting functionality

De-duplication method Manual, non-automated
Creation date Not specified

Table 2.2. Search criteria for identification of reporting platforms

A total number of 286 unique, reporting platforms/software were identified,

which belonged to several, different, categories. The following table presents a

summary of the results:

Examples of platforms Total number of

software/platforms
Information Security incident Warden (auto), Threatvine 44
reporting platforms (manual (manual), MISP (auto & manual),
and automatic) CyberCPR (manual),
LogicManager (manual)
IT helpdesk functionality/bug JIRA Service Desk, Pager Duty, 89
tracking reporting platforms Victorops, Freshservice,
ServiceDesk Plus
Safety incident reporting Quentic Incident Management 136
platforms Software, ProcessMAP Incident
Management, Safety
Dashboard, 1st Incident

Reporting, andSafety Hazard

and incident
Incident reporting platforms for SitePatterns (construction), 17
specific industries Alliance (healthcare), I-sight

(investigations), 3tc Software

(Fire & rescue services), Datix

Incident reporting (healthcare)

Table 2.3. Incident Reporting platforms
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As expected, the information security reporting platforms identified are

considerably less in numbers, compared to the other categories. However,

these other categories of reporting platforms are out of the scope of this project,

since they are not directly relevant to the information security domain. Out of the

44 information security incident reporting platforms identified, 32 are utilized

exclusively for the automatic reporting (following the automatic detection) of

incidents and are also out of scope. The remaining platforms (some of which

may also support automatic reporting, but also allow for the manual reporting of

incidents) are presented in the following section.

2.2.7.2. Comparison of existing reporting platforms

In total, 12 manual reporting platforms were identified: Threatvine, CyberCPR,

Blackthorn GRC, MISP, LogicManager, D3 Security, Resolver’s Incident
Management Software, OTRS’ STORM software, TheHive Project,

Metalncident, Cherwell Incident Software and SureCloud platform. In order to

perform a comparison between the platforms, 11 directly comparable features

of the platforms were evaluated. These were extracted from each platform’s

published product guide/whitepaper, based on simple inclusion criteria: a

feature/characteristic was included in the comparison if it appeared in two or

more of the available guides/whitepapers. The results are presented in the

following table:

Threatvine

https://www.surevin
e.com/threatvine/
Commercial
software
Cloud or on
premise
99.5%

Yes

Yes

Yes
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CyberCPR

https://www.cybercpr.c
om/

Commercial software

Cloud or on premise

98%

Yes

Yes

Yes

Blackthorn GRC

https://www.blackthor
n.com/

Commercial software

Cloud or on premise

Figure not disclosed

Yes

Yes

Yes



Automated reporting No
features

Developer ISO/IEC Yes
Supports anonymous Yes
Community Yes

forum/chat/social

features available

project.org

Software type Open source

Deployment On premise
Guaranteed availability N/A

“ sy

Customer support Limited — community-
EVETE ][] based support
available
Mobile-friendly version No
EVETIE ][]
Automated reporting Yes

features

Developer ISO/IEC No
Supports anonymous No
Community Yes

forum/chat/social

features available

https://www.resolver.

com
Software type Commercial software
Deployment Cloud
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No

Yes
No

No

Only chat available

https://www.logicmana

ger.com

Commercial software

On premise
N/A

Yes

Yes

Yes

Yes

Yes
Yes

No

No

https://otrs.com/

Commercial software

On premise

No

Yes
No

No

No

https://d3security.c
om/
Commercial
software
On premise
N/A
Yes

Yes

Yes

Yes

Yes
Yes

No

Chat available

https://thehive-
project.org/
Open source

On premise



Guaranteed availability 99.9% N/A N/A

Customer support Yes Yes Limited —
available community-based
support available
Web-browser interface Yes Yes Yes
Mobile-friendly version Yes Yes No
available
Automated reporting Yes No Yes
CECS

Customization possible No Yes Yes
Developer ISO/IEC Yes No No
Supports anonymous No No No

Community No No No
forum/chat/social

features available

https://www.metaco  https://www.cherwell.c  https://www.sureclou
mpliance.com om d.com/

Software type Commercial software = Commercial software Commercial
software

Deployment On premise On premise Cloud
Guaranteed availability N/A N/A 95-99%

Customer support Yes Yes Yes
available
Web-browser interface Yes Yes Yes
Mobile-friendly version Yes Yes Yes
available
Automated reporting No No No
LCES

Customization possible No Yes Yes

Developer ISO/IEC No No Yes

Supports anonymous No No No
submissions

Community No No No

forum/chat/social

features available

Table 2.4. Comparison of Information security Incident Reporting platforms
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The core functionality of reporting platforms is essentially the same; participants
gain access to a platform, where they can view and/or report incidents.
Information is stored in a centralized database (of the customer or of the
platform’s provider), while the service can be installed either on premise or on a
public/private cloud, with some platforms offering both options. Regarding cloud
deployments, the offered guaranteed availability ranges from 95 to 99.5 per
cent, while all platforms offer customer support (with various packages/levels).
Access to the reporting platforms is possible through a web-based interface,
while most platforms have also developed separate versions for mobile clients.
In addition to the manual submission of incidents, some platforms offer
automated reporting features, which can automatically process logs from
various security tools such as IDS/IPS systems, firewalls and other network
monitoring mechanisms. At an extra cost, most platform providers are willing to
customize their software, to fit the customer’s exact environment and needs —
while customization is certainly possible with the two, available, open-source,
platforms. About half of the platforms’ developers are certified with the ISO/IEC
27001 standard, the widely regarded standard for information security, a fact
which may indicate that their product may be more secure and trust-worthy
(Hsu et al, 2016).

The typical user interface contains a homepage (with latest incidents, alerts and
news) a support page and/or forum (some platforms also utilize a community
forum and/or chat functionality for participant conversations), a profile page for
each member (some platforms even offer social-networking-like functionality,
such as following a member, updating your status, adding skills to your profile
and giving out endorsements), and the ability to create and share an incident
report or to search/browse through the already submitted incidents. Submitted
incidents are usually ranked (by users who submit them) according to their
severity (or risk ranking) and their visibility (some members may restrict access
to other members of the same platform — e.g. a user may submit an incident
only visible within his/her own company or only visible to sector-specific
institutions which are members of the platform). When creating a new report,
users can input various details of the incident, such as its category (e.g.

phishing, Denial of Service attack, malware etc.), the incident’s details (e.g.
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date, scope, duration, affected systems, modus operandi and various other
technical details) and also upload attachments, such as text files, videos or
photographs. Regarding anonymity, the “Threatvine” platform is the only

platform which provides the option of “anonymous” submissions.

2.2.7.3. A review of existing reporting platforms

This section provides a review of the various features and characteristics of the

existing information security reporting platforms:

a) Ease of use

All identified platforms are relatively easy to understand and use. Authenticated
users can access the web-based platforms through a common web browser
(with internet connectivity) and interact with relatively simple and straight-
forward GUIs. The interfaces are clear and concise, with most platforms offering
simple functionality explanations when a user hovers over the interface’s
various buttons. Users can easily create, modify and delete incidents, as well as
information related to their personalized profiles (where applicable). The GUIs
are adequately intuitive: should an organization decide to switch to a new
platform provider, its users would experience a very similar environment, with
identical functionality, with maybe some features added or missing, such as
user forums and social features. The GUIs of all platforms are generally
consistent, across the different pages/sections of the software. Users can
access the platforms from a variety of different devices (since the only
prerequisite is a web browser) and most platforms offer versions of their
software specifically designed for mobile use - a feature consistent with the

steep increase in the overall use of mobile devices (Patel et al, 2016).

b) Support

All commercial platform providers offer initial platform functionality training for
organizations buying their software, either for free, or at a cost. This is not the

case for open-source platforms, however, where users are only limited to
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downloading software manuals. Furthermore, all commercial platforms offer
technical support to their customers, through on-site visits, telephone, online
chat and e-mail. The typical support package is limited to office-hours support,
but in most cases, organizations have the option of upgrading (at an extra cost)
to an extended-hours support package. Direct technical support is generally not
an option for open-source platforms, but users of these platforms can submit
issues for review by the developers and also seek answers to their questions
through the community forums available. Documentation and various manuals

are available for both commercial and open-source platforms.

c) Customization

Most providers can customize their reporting software according to a
customer’s specific environment and needs. For commercially available
software this can be done at a cost, whereas for open-source platforms,
software modifications can be done by the user himself. Although the standard
version of software should fit most client needs, customized software might be
needed for various reasons, such as expanding or decreasing the
types/categories of incidents, incorporating new features (such as offline

reporting or social features) and more.

d) Performance (responsiveness and reliability)

In terms of software responsiveness, the GUIs in most platforms are fast and
responsive. Although no explicit testing routine was applied, the average load,
wait and response times are not, in any way, cause for concern - in either cloud
or on-premise installations. In terms of software reliability, no major software
run-time errors (faults) were identified, in any of the platforms. Again, although
no explicit t