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ABSTRACT 

In the context of a rapidly evolving business environment characterized by persistent cyber 
threats targeting enterprises and the introduction of new attack vectors through technological 
advancements, the significance of data intelligence is experiencing exponential growth, and 
ensuring uninterrupted business operations becomes increasingly challenging. To effectively 
defend against these threats and gain a comprehensive understanding of security posture, 
organizations must evaluate their digital infrastructure. Threat modelling is essential for 
understanding system threats, mitigating risks from current weaknesses, and developing strategic 
countermeasures for improving cybersecurity posture. Threat modelling systematically analysing 
the complex relationship between digital infrastructures, applications, and potential attackers. 
Threat modelling is a challenging task due to the variety of generated, stored, or processed data by 
digital infrastructure. However, many existing methodologies for threat modelling often struggle 
to examine and prioritize data-related threats. This highlights the need for innovations in this field 
to guarantee comprehensive security assurance. The research methodology encompasses Four 
stages, literature review, then model and tool development, lastly the evaluation and conclusion. 
Each part contributes to the overall development and evaluation of the data-driven threat modelling 
and analysis approach. 

This thesis contributes a novel threat modelling approach to address the aforementioned 
challenges. The proposed model, known as d-TM (Data-driven Threat Modelling), presents a 
comprehensive and innovative approach to data-driven threat modelling, specifically designed to 
enhance the understanding and differentiation of data-related threats, surpassing existing models 
in terms of value. d-TM offers distinct advantages stemming from its integration of data across 
multiple levels of abstraction and phases. By incorporating this comprehensive approach within 
the organizational architecture, d-TM enables a methodical examination of the attack landscape, 
extending from the user endpoint to the target data storage. The focus is mainly on the actors 
involved and the different levels of threat layers that have been identified. d-TM adopts a three-
tiered strategy that subdivides data cybersecurity assurance into management, control, and 
business factors. Each of these factors is viewed as a composite of three interconnected 
components: storage, processing, and transmission. Moreover, the model leverages its visual 
presentation of digital assets interaction among each other’s using data-flow diagram (DFD) and 
dynamic capabilities to adapt to the evolving threat landscape, offering the latest updates by 
interfacing with prominent security catalogues such as MITRE CWE, CAPEC and NIST. 

The innovative data-driven threat modelling (d-TM) approach focuses on weaknesses as the root 
cause of vulnerabilities, which empowers organizations to proactively strengthen security 
measures. The d-TM model is further empowered by its automation capabilities, which automate 
the entire process of threat analysis, streamlining and expediting the identification, assessment, 
and ascertaining the most effective controls to mitigate threats. Finally, d-TM is evaluated using 
three real case scenarios to determine its applicability to the current emerging industry. The results 
show that d-TM effectively identifies and quantifies the threats that are potential for any major 
disruption to the business. The evaluation includes scenarios from healthcare, supply chain and IT 
service provider sectors. With its emphasis on security assurance and the ability to proactively 



4 
 

address data-related threats, d-TM stands as a practical approach for data-driven threat analysis in 
ensuring robust cybersecurity. 

Keywords: Threat modelling; Data levels; Threat; Weakness; Control; Security assurance; Automation  
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1.1 Background 

Data is of utmost importance to businesses in the contemporary business world. The importance 
of data as a strategic asset cannot be understated as firms depend increasingly on digital technology 
and data-driven decision-making processes. industry currently experiencing a rise in both the 
quantity and kind of cyberattacks, twenty-two billion records were made available to the public 
due to data breaches in the first half of 2021 (Sobers, 2022). 70% of these security breaches were 
carried out for financial gain, while less than 5% were conducted for the purpose of 
espionage(Sobers, 2022). On the other hand, hacking was responsible for 22% of the security 
breaches that were discovered in same year, while phishing and social engineering were 
responsible for 40% of the breaches, and malware was responsible for 11% of the breaches. 
According to research conducted by Forbes, it is anticipated that damages caused by cyberattacks 
would amount to a total of $6 trillion by the year 2021(Powell, 2019). Also, it is anticipated that 
this sum will exceed the total monetary worth of all trading activities that take place globally 
involving different forms of illegal narcotics(Powell, 2019). In general, the trends in cyberattacks 
continue to increase, and it is anticipated that these trends will grow even further in the near future. 
These figures highlight the diverse array of techniques employed by adversaries to exploit 
vulnerabilities within organizations' systems. Consequently, it is imperative to recognize the 
upward trajectory of cyberattacks and acknowledge the need for proactive measures to combat this 
escalating menace. 

The integration of technology and digital services in businesses has led to an increase in 
cyberattacks and incidents. As organizations adopt smart technologies like artificial intelligence, 
cloud computing, and big data, the attack surface expands, exposing them to new risks(Splunk, 
2021). It is crucial for organizations to understand the diverse nature of data generated by 
technology, encompassing not only business data but also asset-generated data. By focusing solely 
on business data, organizations may overlook potential security vulnerabilities. A comprehensive 
understanding of operational data, including asset-generated data, is essential for effective risk 
mitigation towards ensuring cyber security assurance within the organizational context. companies 
invest in digital services and implementing controls, conducting internal security audits and 
vulnerability assessments that may not be sufficient to provide proper security assurance (Sabillon 
et al., 2017). However, the evolving nature of cybercrime and the trust placed in the digital realm 
pose ongoing challenges that organizations need to overcome to protect their business operations 
(Teoh and Mahmood, 2017).  Data plays a vital role in organizational operations, and it is crucial 
to understand its diverse types and dependencies. Existing techniques often overlook the 
importance of holistic data understanding in threat analysis. By incorporating a comprehensive 
approach to data analysis, organizations can better identify and address threats, ensuring the 
security and integrity of their data assets(Harris et al., 2019). 

Threat modelling offers a methodology to help organizations identify and address cyber threats, 
enabling the implementation of appropriate controls. The proposed d-TM model recognizes three 
levels of data abstraction: management, control, and business. Additionally, data goes through 
three phases: rest, use, and motion. Comprehensive analysis of data at different abstraction levels 
is necessary for effective threat analysis. Finally, the present research introduces a novel threat 
modelling technique, known as the data-driven threat model (d-TM), which offers significant value 
in the field of cybersecurity. The proposed technique encompasses an in-depth understanding of 
business processes, services, and infrastructure, with infrastructure being classified into five 
distinct attack levels, ranging from the user agent to data storage. A key emphasis of the d-TM lies 
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in its comprehensive treatment of data and its various types during the threat analysis process. By 
categorizing data and utilizing a Data Flow Diagram (DFD) diagram, common vulnerabilities and 
threats can be identified, enabling the implementation of suitable control measures to address 
associated risks. The d-TM model provides a notable contribution by dividing data abstraction into 
three levels: control, management, and business, along with three phases: data at rest, data in 
transit, and data in process. Each data level and phase are associated with specific security risks 
that need to be effectively managed and addressed. Moreover, the d-TM adopts a systematic 
approach to comprehending organizational data, services, and data flow for thorough threat 
analysis and control. The prioritization of threats is based on various characteristics, including 
business-as-a-target scenarios, the complexity of the threat, and its business impact. To enhance 
the effectiveness of the d-TM, it leverages widely recognized security information from 
established standards such as Common Attack Pattern Enumeration and Classification (CAPEC), 
Common Weakness Enumeration (CWE), and NIST SP800-53. 

1.2 Research Challenges  

Ensuring cybersecurity assurance is imperative for organizations to maintain informed decisions 
for overall business continuity. However, this research has identified several significant challenges 
pertaining to data threat modelling that hinder the achievement of robust cybersecurity assurance. 

• CHALLENGE 1 Lack of understanding of various data in the organization 

As highlighted earlier, data stands as the cornerstone of business success. However, data's 
technical perspective reveals its existence across various levels of abstraction within an 
organization, often leading to the oversight of crucial data dimensions. Consequently, threat 
actors exploit vulnerabilities concealed within this data hierarchy. This blind spot poses a 
remarkable challenge for organizations in effectively fortifying their data assets. Overlooking 
vulnerabilities across all data abstraction levels augments the risk of potential breaches and 
compromises. Hence, it becomes imperative for organizations to augment their comprehension 
of the holistic data landscape, prioritizing the safeguarding of all data components, irrespective 
of their abstraction level. This approach enables organizations to fortify their overall security 
stance and ensure the cybersecurity integrity of their data assets. Moreover, from a business 
standpoint, each organization possesses a diverse array of data types, spanning sales, 
transactions, income, consumer insights, operations, employee records, financial data, social 
media interactions, and more. These distinct data forms act as transformative elements for 
organizations, bestowing invaluable insights for decision-making, strategic plotting, and 
bolstering operational performance (Alexander, 2017).  

• CHALLENGE 2 Difficulties of ensuring cybersecurity assurance  

Assurance in the realm of cybersecurity refers to the implementation of security controls to 
reduce a multitude of potential threats. This assurance stands as a cornerstone for safeguarding 
organizational assets and upholding the seamless continuity of business operations. 
Nonetheless, the complex context of organizations renders the landscape replete with dispersed 
datasets across various organizational segments, causing a formidable challenge. The dispersal 
of data accentuates the intricacy of establishing comprehensive security controls that envelop 
the entirety of the data surroundings. To undertake this task effectively, organizations need a 
coherent grasp of their data's nature, distribution, and associated security vulnerabilities. These 
intricacies indicate a holistic perspective that recognizes the intricate interconnections among 
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different facets of organizational data, synchronizes security controls, and acknowledges the 
essential value of diverse data forms and their potential threats. By assimilating these 
considerations, organizations can chart a course towards instituting cybersecurity assurance 
measures that effectively shield their vital data assets and ensure the cybersecurity resilience 
of their operational foundation. However, faltering to achieve robust cybersecurity assurance 
within an organization could reverberate as a potential impediment to the overall security 
investments of its stakeholders(Muscio and Wilson, 2017). 

• CHALLENGE 3 Limited availability of Effective and automated threat modelling 

approaches     

Threat modelling is widely used in the industry for security analysis. However, despite a 
variety of threat modelling approaches, there is still a lack of connection between the analysis 
of threats based on data and system weaknesses. Understanding the data and weaknesses with 
data assets to analyse the threats is currently the business's most important need. Thus, a deep 
comprehension of data intricacies and potential weaknesses becomes paramount for 
developing robust cybersecurity strategies and safeguarding business continuity. In addition, 
threat modelling and analysis is a time-consuming and labour-intensive task; therefore, 
automating threat modelling could increase both effectiveness and adaptability. However, 
existing threat models have limited automation features available. A lack of emphasis on data 
and common weaknesses hinders the creation of a realistic threat model. 

Organizations typically identify threats through the analysis of cyber breach incidents and 
respond by implementing the necessary security controls to mitigate the vulnerabilities that 
were exploited in these incidents(Wood, 2019). However, relying solely on a reactive approach 
to cybersecurity leaves organizations constantly playing catch-up. To stay ahead of cyber 
threats, it is imperative to adopt proactive techniques that enable the early identification and 
prevention of potential threats. This shift in mindset and approach towards proactive 
cybersecurity measures represents a transformative step in combating cybercrime (Husák et 
al., 2019). 

1.3 Significance of Data-driven Threat Analysis Approach 
A thorough analysis of threats is of paramount importance and an urgent necessity for businesses 
across all sectors. In today's landscape, organizations recognize effective security measures as a 
critical aspect of ensuring business continuity. With the exponential growth of data being held and 
generated by businesses from various systems and applications, such as business and operational 
data, the attack surface expands, and systems become more complex. Consequently, it becomes 
imperative to analyse this data and undertake necessary measures to prevent it from being 
compromised by cyberattacks. Therefore, cybersecurity assurance is an immediate demand in any 
organization to safeguard businesses against such threats. 

To underscore the critical need for a data-centric methodology in threat analysis, it is imperative 
to consider the dynamic landscape of cyber threats that increasingly exploit data as their principal 
target. The evolving nature of these threats necessitates a nuanced and granular approach to 
cybersecurity, beyond the scope of traditional asset-based, goal-oriented, or risk-centric strategies. 
These conventional frameworks, while valuable, may fall short in addressing the intricate and data-
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driven environments we navigate today. A data-centric perspective fosters a deeper, more detailed 
understanding of the data lifecycle, from creation to disposal, thereby fortifying defences against 
the sophisticated, data-focused threats we now face. This approach is not just a strategic shift but 
a necessary evolution, aligning with the growing consensus that data is an indispensable asset in 
the realm of cybersecurity. The imperative for a data-centric approach in cybersecurity is 
underscored by recent scholarly contributions that highlight the evolving nature of cyber threats 
and the critical role of data as a target. Turner, McCombie, and Uhlmann (2019) illustrate the 
effectiveness of a target-centric method in analysing ransomware attacks, emphasizing the 
significance of focusing on data flows and transactions in cyber intelligence(Turner, McCombie 
and Uhlmann, 2019). Similarly, Zou et al. (2020) delve into Advanced Persistent Threat (APT) 
tactics recognition, advocating for a shift towards data-centric security frameworks to bolster 
Defence mechanisms against sophisticated cyber-attacks (Zou et al., 2020). Taylor, Araujo, and 
Shu (2020) present a scalable system telemetry model, SysFlow, which encapsulates system 
activities in a data-centric manner, facilitating in-depth analysis of attack vectors and enhancing 
cyber threat discovery and forensic capabilities (Taylor, Araujo and Shu, 2020). These state-of-
the-art studies not only reinforce the necessity of pivoting towards data-centric security models 
but also demonstrate their efficacy in addressing contemporary cybersecurity challenges, thereby 
providing a solid foundation for businesses to adapt and fortify their defences in a data-driven 
world. 

Furthermore, Adopting a data-centric approach to cyber threat analysis presents substantial 
benefits for businesses, streamlining their cybersecurity efforts and aligning with modern threat 
landscapes. This methodology enhances threat detection and response capabilities by focusing on 
protecting data as a critical asset, leading to more efficient resource utilization and time savings. 
Businesses traditionally employing asset-based or risk-centric models may find the data-centric 
approach particularly beneficial as it offers a more nuanced understanding of data vulnerabilities 
and threats, ensuring focused protection efforts. Furthermore, this approach aids in compliance 
with data protection regulations, thereby reducing legal risks and building customer trust. The 
strategic focus on data not only improves threat intelligence and incident response but also 
optimizes effort and resource allocation, allowing businesses to tailor their cybersecurity strategies 
effectively. By prioritizing the protection of critical data assets, companies can achieve a more 
targeted Defence mechanism, enhancing overall security posture while supporting business 
objectives and operational resilience. 

Numerous techniques are utilized to ensure the cybersecurity of organizations. However, data-
focused threat modelling for cybersecurity assurance has received relatively less attention from 
researchers, and some existing research may be outdated in addressing emerging technologies and 
threats associated with the digital shift in today's technology landscape. Moreover, current threat 
modelling models, such as STRIDE and PASTA, primarily focus on analysing threats based on 
assets, threats, or actors rather than the specific data being utilized. Additionally, diverse types of 
data employed by organizations, such as business and operational data, are not adequately covered 
and distinguished within these models. Furthermore, certain models prioritize vulnerabilities to 
identify threats and subsequently respond reactively to them. Conversely, the d-TM model 
concentrates on identifying weaknesses that serve as the underlying cause of the vulnerability. This 
approach empowers organizations with proactive capabilities to identify potential threats. Despite 
the release of the National Institute of Standards and Technology's (NIST) Special Publication 
(SP800-154) on Data-Centric threat modelling in 2016, which focuses on evaluating one type of 
data (business) for a specific system, it fails to address other types of data, such as operational 
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data. Moreover, the aforementioned models lack automation, which renders them time-consuming 
and reliant on human labour. 

Considering these gaps, the proposed model d-TM significantly contributes to the threat analysis 
and security assurance domain and offers dynamic adaptability to modern technologies and 
granular abstraction levels for organizational data, distinguishing between control, management, 
and business data. This feature makes it superior to other existing models. Furthermore, the model's 
data-centric focus provides detailed guidelines for conducting threat analysis based on defined 
attack surfaces and actors, which sets it apart from other scholarly works in the field. The d-TM 
model offers a distinct advantage by focusing on weaknesses rather than vulnerabilities used by 
other models in the threat analysis process. By identifying and analysing weaknesses, the model 
reveals the root causes that give rise to vulnerabilities, providing a deeper understanding of the 
underlying issues. Additionally, the d-TM model, as proposed, presents a novel automation 
capability that facilitates effective and efficient threat analysis procedures. The utilization of 
automated tools and techniques by the d-TM facilitates the efficient analysis of substantial amounts 
of data by organizations. This enables the identification of potential threats and the timely 
implementation of suitable control measures, empowering organizations to ensure their 
cybersecurity assurance towards the constantly evolving cyber threats. 

1.4 Research Aim and Objectives 

The primary objective of this research is 

to develop an innovative and automated data-driven threat modelling approach that 
empowers organizations to effectively address data-related cybersecurity threats for 
overall security assurance. 

 To achieve this overarching goal, the research will focus on the following specific objectives: 

• Objective 1. Enhance the understanding of organizational data across various components 
of the infrastructure, including underlying assets, threats, and weaknesses. This objective 
aims to provide a comprehensive view of the organization's ecosystem, enabling a holistic 
assessment of potential weaknesses and threats. 

• Objective 2. Develop a data-centric threat analysis modelling approach that leverages 
data to evaluate and ensure cybersecurity assurance. This objective entails designing a 
robust model that incorporates data as a central element in the threat analysis process, 
providing organizations with valuable insights into threats targeting their data, including a 
detailed analysis of the underlying weaknesses that contribute to these threats. As well as 
the most effective controls for mitigation, which assist organizations in strengthening their 
cybersecurity assurance. 

• Objective 3. Validate the effectiveness of the proposed threat modelling approach through 
multiple real-world case scenarios. This objective involves applying the developed 
approach to practical situations, evaluating its performance, and verifying its ability to 
identify and mitigate threats in diverse operational contexts. 

• Objective 4. Develop an automated platform that streamlines and automates the threat 
analysis process. This objective focuses on creating a software tool that integrates the data-
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driven threat modelling approach, enabling organizations to analyse threats efficiently and 
effectively, generate actionable insights and the implementation of necessary controls. 

By achieving these objectives, this research seeks to contribute to the field of cybersecurity by 
providing organizations with an advanced and automated approach to threat analysis, empowering 
them to proactively address data-centric cybersecurity threats and safeguard their critical assets 
and operations. 

1.5 Research Questions 

This thesis seeks to provide significant contributions to the field of threat modelling by 
investigating various research questions. Specifically, it aims to shed light on the gaps of current 
threat modelling approaches, the examination of diverse technical data, the identification and 
evaluation of threats based on organizational data, the prioritization of threats, and the possible 
integration of automation to improve threat modelling for comprehensive security assurance. 

To address the objectives of this thesis, the following research questions have been formulated: 

RQ1: What are the existing gaps in the state of the art with regard to threat modelling 
approaches? 

This question aims to assess the current state of threat modelling practices and identify any 
limitations or deficiencies that may exist. By examining the gaps in the current approaches, 
this study seeks to contribute to the advancement of more comprehensive and effective 
threat modelling techniques. 

In Relation With: Objective Obj 2, Obj 3 
 

RQ2: What are the various types of organizational data that need to be analysed? 

This question focuses on understanding the diverse range of organizational data that 
organizations should consider for analysis. By identifying and categorizing diverse types 
of data, such as business data, operational data, network logs, and system configurations, 
this research aims to provide insights into the crucial data sources that play a role in threat 
identification and analysis. 

In Relation With: Objective Obj 1 

 

RQ3: How can threats be identified and analysed based on the different data within an 
organization? 

This question investigates the methodologies and approaches for identifying and analysing 
threats based on the diverse types of data present in an organization. It aims to uncover 
potential threats and understand their implications, thereby enhancing the overall threat 
analysis process. 

In Relation With: Objective Obj 2, Obj 3 
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RQ4: How can the identified threats be prioritized to determine the appropriate level of 
assurance for effective mitigation? 

This question addresses the challenge of prioritizing identified threats. By developing a 
methodology for threat prioritization, this study aims to enable organizations to allocate 
resources and efforts more effectively to mitigate the most critical threats and ensure 
optimal security assurance. 

In Relation With: Objective Obj 2, Obj 3 
 

RQ5: To what extent can threat modelling be automated to enhance its effectiveness and 
facilitate wider adoption for overall security assurance? 

This question explores the potential for automating the threat modelling process to improve 
its efficiency and encourage broader adoption across organizations. By investigating 
automation techniques and tools, this study aims to assess the feasibility and benefits of 
automating threat modelling to enhance overall security assurance. 

In Relation With: Objective Obj 3, Obj 4 
 

1.6 Research Contribution  

This research makes significant contributions to the field of data-driven threat modelling and aims 
to enhance cybersecurity assurance for organizations. The proposed model addresses the 
limitations of existing models and offers a comprehensive approach to mitigate cyber risks 
associated with data. The unique contributions of this research can be summarized as follows: 

Firstly, the research introduces a conceptual model that incorporates key concepts related 
to data in threat modelling, including actors, weaknesses, threats, data, infrastructure, and 
controls. This conceptual model serves as a foundation for the proposed approach. 

Secondly, the approach considers data from three distinct levels of abstraction: 
management, business, and control. It examines these data levels across three phases: at 
rest, in process, and in transit. This approach provides granular visibility into data at various 
stages of its lifecycle and explores how attacks can escalate through defined sequential 
attack layers and actors associated with each data level. 

Thirdly, the d-TM model offers a comprehensive analysis of data, spanning from actors to 
data storage. It defines actors and attack surfaces based on the current organizational 
topology. Furthermore, the model focuses on weaknesses in data assets rather than 
vulnerabilities, recognizing that weaknesses are the root causes of vulnerabilities. This 
proactive perspective provides valuable insights into potential threats. 

Fourthly, the model aims to establish an effective cybersecurity assurance approach by 
integrating a comprehensive analysis process that encompasses data, weaknesses, threats, 
controls, and control assurance levels. Additionally, the model incorporates a unique threat 
prioritization methodology that considers multiple factors to guide the allocation of 
resources and response strategies. 
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Finally, recognizing the significance of automation in the industry and its role in shaping 
the future of cybersecurity, this research provides a platform that empowers cybersecurity 
threat analysis decision-makers to automate the d-TM cyber threat modelling process. By 
leveraging the power of automation, organizations can enhance their efficiency and 
effectiveness in identifying and responding to cybersecurity threats. 

Overall, this research contributes a novel data-driven threat modelling approach that addresses the 
limitations of existing models, provides comprehensive analysis and prioritization methodologies, 
and supports the automation of cybersecurity threat analysis processes. These contributions aim to 
strengthen organizations' cybersecurity assurance and ensure better protection against evolving 
cyber threats. 

1.7 Outline of the Thesis 

This section provides an overview of the chapters that comprise the thesis, outlining the flow of 
the research. The thesis consists of seven chapters, structured as follows: 

CHAPTER 1: The first chapter discusses the background and motivation for this study and 
the critical research questions. 

CHAPTER 2: In this chapter, a comprehensive review of the relevant literature is 
presented, focusing on threat analysis practices, existing models, and identifying gaps in 
the literature that motivate the development of the d-TM threat analysis conceptual model. 

CHAPTER 3: The research methodology employed to address the research objectives and 
validate the applicability of the proposed model is outlined in this chapter. It discusses the 
chosen approach, data collection methods, and analysis techniques. 

CHAPTER 4: The main contribution of this research is presented in this chapter. It presents 
the Proposed Data-Driven Threat Modelling (d-TM), which includes a conceptual model 
and outlines the proposed approach, as well as its systemic activities. 

CHAPTER 5: In this chapter, the architectural layout, functionality, and interface outlooks 
of the d-TM platform are described and outlined. The chapter provides insights into the 
technical aspects and design considerations of the platform. 

CHAPTER 6: This chapter focuses on the evaluation of the d-TM Model. It presents real-
world use case scenarios to validate the research, including the methods and procedures 
employed to gather the necessary information for assessing the model's ability to fulfil the 
research aims and objectives. 

CHAPTER 7: This Chapter concludes the research and presents features, limitations, and 
future work. 

These chapters collectively form the structure of the thesis, presenting a comprehensive 
exploration of the research topic, methodology, proposed model, evaluation, and platform 
architecture. However, the following figure represents the outline of the d-TM research.  
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Figure 1.1. The Research outline 
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CHAPTER TWO: LITERATURE REVIEW 
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2.1 Introduction 

This chapter aims to establish a comprehensive understanding of the essential aspects within the 
research area of data-driven threat analysis modelling for ensuring cybersecurity assurance. By 
carefully considering key terms such as threat models, cyber security assurance, IT data, threats, 
and standards for conducting the literature review, we have attempted to provide a solid foundation 
for the subsequent sections of this thesis. 

To begin, the chapter will drill into the concept of threat models, exposing their significance in the 
field of cybersecurity assurance. A clear understanding of threat models is crucial for 
comprehending the subsequent discussions on data-driven approaches and their application in 
threat analysis modelling. Furthermore, this chapter will explore the overarching concept of cyber 
security assurance, emphasizing its critical role in safeguarding information systems and data from 
potential threats. By investigating established frameworks and best practices, we will establish a 
context for the utilization of data-driven approaches within the realm of cybersecurity assurance. 
Additionally, this chapter will highlight the importance of IT data as a fundamental resource in 
threat analysis modelling. Understanding the nature and characteristics of these data sources is 
pivotal in effectively applying data-driven techniques for threat analysis. 

Moreover, the chapter will provide a thorough review of relevant literature to identify similar 
works and approaches in the field. By examining existing research, and studies that align with the 
approach pursued in this work, we will establish a foundation for building upon and contributing 
to the existing body of knowledge. This review will not only demonstrate the significance of the 
proposed research but also highlight potential gaps and areas for further exploration. Through this 
comprehensive exploration of the research area, this chapter aims to provide a solid framework 
and collective understanding of the essential concepts and terminology related to data-driven threat 
analysis modelling for ensuring cybersecurity assurance. By contextualizing the subsequent 
sections of this thesis within the existing body of knowledge, we aim to establish a robust 
foundation for the research presented in this work. 

2.2 Glossary of Terms 

To maintain clarity in this thesis, it is important to establish a common understanding of specialized 
terminology in threat modelling. In this subsection, we aim to demystify specific terminology and 
key concepts for our readers. This will provide a coherent context for engaging with our research 
and improve comprehension. Table 2.1 serves as a dictionary for the thesis, outlining fundamental 
terms for threat analysis. The glossary will help readers navigate the technical landscape explored 
in this thesis. 

Term Definition 

IT Information Technology 
IoT Internet of Things 
MITM Man in the middle attack 
VM Virtual Machine 
RDP Remote Desktop Protocol 
BGP Boarder Gateway Protocol 
FTP File Transfer Protocol 



22 
 

TTP Tactics, Techniques, and Procedures 
DFD Data-flow Diagram 
SSH/TELNET Secure Shell/teletype network 
Netconf Network Configuration Protocol 
LAN Local Area Network 
WAN Wide Area Network 
IoC indicators of compromise 
D/DoS distributed denial of service 
API application programming interface 
DNS Domain Name Service 

Table 2.1. Glossary of terms 

2.3 Data in Organizations 

Organizational data plays a crucial role in shaping the characteristics of most organizations. It 
improves decision-making by using methods and data-driven approaches. By extracting insights 
and identifying patterns from the data, organizations can make informed and accurate decisions 
(Sharma, Poulose and Maheshkar, 2023). However, Businesses encounter a range of obstacles 
when utilizing data. One prominent hurdle arises from concerns surrounding security and privacy 
(Aloufi and Abdulaziz, 2022). Additionally, businesses may face difficulties in the technological 
realm, particularly in terms of their limited knowledge of data and challenges in adopting novel 
analytical tools(Zulkarnain et al., 2021). In a broader sense, harnessing organizational data through 
analytics and data-driven approaches can yield enhanced decision-making capabilities, heightened 
efficiency, and more favourable business outcomes. It is obvious that data type ranges are 
increasing with the use of modern approaches to data visualization, description and 
modelling(McNulty, 2022). However, organizational data can be further categorized into 
subcategories, including business data, Information Technology (IT) data, Big data, Internet of 
Things (IoT) data, and blockchain data. Regardless of the specific context in which a particular 
class of data is utilized, ensuring data security is a fundamental requirement. 

Understanding data in organization could be difficult, due to the variety of incorporated data to 
run businesses. Hence, the research abstracted data in cyber realm into two distinct types: 
Technology-related and Business-related data. The distinction between these two types of data is 
crucial for organizations to effectively manage their information assets and support both 
operational efficiency and strategic decision-making. Technology-related data is cantered around 
information pertinent to infrastructure assets, encompassing elements like communication 
protocols and administrative access points. This type of data is crucial for managing and 
safeguarding the technological backbone of an organization, ensuring that systems and networks 
function seamlessly and securely. On the other hand, business data delves into the core operational 
elements of an organization, dealing with critical information such as financial records, customer 
interactions, and employee details. This data is fundamental to strategic decision-making and day-
to-day operations, driving growth and efficiency within the organization. These broad categories 
of data abstraction can be further refined and segmented to achieve greater specificity and 
relevance in particular contexts. By subdividing technology-related and business data into more 
granular categories, organizations can tailor their data management and analysis practices to meet 
specific needs, enhance precision in decision-making, and address unique challenges inherent to 



23 
 

their operational environment. However, organization should adopt a comprehensive 
cybersecurity framework that consider data and its varieties to ensure their cybersecurity posture. 

• Technology-Related Data (TRD) 

The digitalization of business operations and the reliance on digital infrastructure make 
organizations vulnerable to cybersecurity threats, including malware, ransomware, phishing 
attacks, and data breaches. Kostayeva and Chemyakov (2020) discuss how the advancement of 
digital technologies has escalated cyber-related risks, emphasizing the importance for businesses 
to take proactive measures against these risks to protect their data and ensure business continuity 
(Ntsiepdjap, 2022). The management of technology-related such as generated, processed, and 
stored data presents significant challenges from a cybersecurity perspective, encompassing various 
aspects such as data integrity, confidentiality, cyber-physical system security, and trust. Ensuring 
the integrity and confidentiality of vast quantities of data generated by technological systems is a 
paramount challenge, particularly in sensitive domains like mental healthcare, where the risks 
associated with cybersecurity breaches are amplified due to the sensitive nature of the data and the 
potential vulnerability of data donors, as discussed by (Ive, 2022). Additionally, Cyber-Physical 
Systems (CPS), such as interconnected autonomous vehicles, pose unique cybersecurity 
challenges due to their reliance on real-time data for safe operation. (Schmittner et al., 2019) 
highlight the critical importance of ensuring the availability, integrity, authenticity, and 
accountability of data in CPS to prevent life-threatening situations arising from successful cyber-
attacks. Furthermore, the proliferation of IoT devices and their integration into critical systems 
necessitates a focus on trustworthiness. (Lee et al., 2022) identify critical challenges in IoT value 
creation related to cybersecurity, including continuous scaling-up of systems, co-creation, data-
driven value creation, and user-centric design, which are intertwined with trust factors central to 
the value creation process in IoT platforms and systems. On other side, these assets are operated 
and design by human, that could imply another security risk. For example, The impact of asset 
takeover due to misconfiguration or improper configuration or design is a critical issue in 
cybersecurity, exposing organizations to significant risks. Misconfigurations can lead to 
vulnerabilities in web applications, undermining various sectors including finance, healthcare, and 
Defence, as Alkahla, Shatnawi, and Taqieddin (2021) emphasize in their study on web security 
vulnerabilities. They point out that misconfigurations result from flaws in design, implementation, 
operation, or management, affecting different levels of a web application (Al-Kahla, Shatnawi and 
Taqieddin, 2021). These studies underscore the complexity of managing configurations in the 
digital infrastructure and the need for advanced tools and methodologies to identify, report, and 
mitigate misconfigurations effectively, thereby reducing the risk of asset takeovers and enhancing 
the overall security posture of organizations. However, The research in the proceeding sections 
will discuss more granular abstraction to technology-related data to provide more insights and 
efficacy to mitigate particular threats, such as account takeover discussed by (Al-Kahla, Shatnawi 
and Taqieddin, 2021). In summary, Addressing Technology-related data challenges requires a 
comprehensive approach that includes the development of robust data protection measures, and 
the fostering of trust through transparent and secure data practices, necessitating ongoing vigilance 
and innovation in cybersecurity strategies as technology continues to evolve. 

• Business-Related Data (BRD) 

Business data represents a fundamental resource that shapes an organization's strategies and 
operations. It encompasses information retrieved and stored by an organization for various 
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purposes. Due to the valuable insights, it contains, business data requires elevated levels of security 
to prevent unauthorized access by malicious individuals or systems. Running business data on an 
organization's digital infrastructure exposes it to various risks that can have significant 
consequences for the business's operations, reputation, and financial standing. These risks are 
multifaceted and stem from both internal and external sources. Business related data could be any 
data that participate in organization day to day business operation, such financial, customer, or 
employees. Financial data forms the backbone of business data analysis and is primarily useful to 
major stakeholders such as administrators, regulators, and investors. financial data is defined as 
information that describes a company's financial background and its performance as measured by 
financial metrics(Farboodi et al., 2022). This information is crucial for assessing the effectiveness 
of an organization's strategies in meeting performance and developmental goals. Financial data 
enables decisions regarding the adoption or replacement of strategies based on their demonstrated 
effectiveness. In addition to internal stakeholders, external parties use reported financial data to 
evaluate credit ratings and make investment decisions. Financial data encompasses various 
categories depending on the specific aspects of the business(Amit and Schoemaker, 1993). 
Examples include assets (real property, private property, and intangible property), liabilities 
(financial obligations to lenders and creditors), and equity (residual possessions and belongings 
after repaying debts using available assets). Equity comprises shares, common stock, and preferred 
stock. Overall, a company's financial information may contain insights into its operational 
strategies. While customer data is another category of organizational information that requires 
protection to prevent the disclosure of a company's competitive strategies. According to 
Deshpande (2020), customer data refers to the information customers provide when interacting 
with business organizations through various channels such as websites, mobile applications, 
surveys, social media, and marketing campaigns, both online and offline. This data provides 
valuable insights into customers' behavioural, personal, and demographic characteristics 
(Deshpande, 2020). Customer information can be further categorized into personal data, 
engagement data, attitudinal data, and behavioural data, allowing organizations to better 
understand and serve their customer base. Also, Employee data is equally important as customer 
data, as both have a direct impact on organizational performance. According to Jodka (2018), 
employee data comprises information such as payroll details, leave records, medical information, 
and other relevant data related to the workforce. Employee data encompasses all the information 
that employers collect about their employees and serves as a crucial component of an 
organization's performance strategy(Jodka, 2018). Protecting employee and customer data is of 
paramount importance to organizations. Safeguarding this data from unauthorized access, 
breaches, or misuse is crucial to maintaining trust, privacy, and legal compliance. Organizations 
need robust security measures, including access controls, encryption, and monitoring systems, to 
ensure the confidentiality, integrity, and availability of employee and customer data. 

In conclusion, Cybersecurity incidents are ranked as the number one risk threatening business 
continuity, with costly data breaches being significant challenges for any organization. The 
technology, while beneficial, also expose businesses to threats such as cyber-attacks that exploit 
vulnerabilities in applications and systems (Hytönen, Trent and Ruoslahti, 2022). Due to that, 
organization should have comprehensive understanding of running data to have informed decisions 
about security risks. Data in an organization, comprising diverse categories of data that possesses 
substantial significance for the continuous operation of a business. Data pertaining to technology 
and data pertaining to business are the fundamental components of these investigations, with 
technology data being further categorized into two distinct types or levels (as employed within the 
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study framework): control and management, in conjunction with business data serving as a third 
level of data. However,  Effective management and security of these data are imperative to 
maintain operational efficiency, support decision-making processes, and safeguard the competitive 
position of the organization. 

2.4 Risk in Data Security  

In the cybersecurity realm, risk analysis and threat analysis are two critical components that, 
although related, serve different purposes and involve distinct processes. Risk analysis in 
cybersecurity is a comprehensive process that involves identifying, assessing, and prioritizing risks 
to an organization's information assets. This process takes into account the potential impact of 
identified risks on the organization's operations and objectives. The goal of risk analysis is to 
inform decision-making regarding which cybersecurity measures should be implemented to 
mitigate identified risks effectively. It considers various factors, including the likelihood of risk 
occurrence, the vulnerability of assets, and the potential impact of risk realization on the 
organization. Risk analysis is pivotal in developing a risk management strategy that balances the 
cost of protective measures with the benefits of risk reduction(Insua et al., 2019; Portalatin et al., 
2021). While threat analysis, on the other hand, focuses specifically on identifying, categorizing, 
and assessing potential threats to an organization's cybersecurity. This includes analysing the 
capabilities, intentions, and methods of potential threat actors, as well as identifying the 
vulnerabilities and weaknesses they might exploit. Threat analysis aims to understand the threat 
landscape the organization faces and to prepare for or mitigate potential attacks. By understanding 
the nature and source of potential threats, organizations can tailor their cybersecurity defences 
more effectively to protect against specific types of attacks(Kaja, Shaout and Ma, 2019; Luo et al., 
2021). The main difference between the two lies in their scope and focus: risk analysis is broader, 
encompassing all types of risks (including but not limited to cybersecurity threats) and their impact 
on the organization as a whole, while threat analysis is more narrowly focused on the cybersecurity 
domain, concentrating on the threats themselves and their characteristics. 

In today's digital landscape, organizations face a wide range of cybersecurity threats that can have 
severe consequences if not adequately addressed. Kohen (2019) highlights several common forms 
of cybersecurity threats, including accidental sharing, overworked cybersecurity teams, 
ransomware, poor password hygiene, phishing emails, fraud, and denial. The increased 
dependence on computers, networks, and social media has significantly contributed to the rise in 
cybersecurity risks across the globe. Accidental sharing of sensitive information, either through 
human error or improper data handling, can lead to unintended exposure of confidential data. 
Overworked cybersecurity teams may struggle to keep up with the rapidly evolving threat 
landscape, making organizations more vulnerable to attacks. Ransomware, malicious software that 
encrypts data and demands a ransom for its release, has become a pervasive threat targeting 
organizations of all sizes. Poor password hygiene, such as using weak passwords or reusing them 
across multiple accounts, creates opportunities for cybercriminals to gain unauthorized access to 
systems and sensitive data. Phishing emails, disguised as legitimate communications, trick users 
into revealing sensitive information or downloading malicious attachments. Fraudulent activities, 
including identity theft and financial fraud, pose significant risks to individuals and organizations 
alike. Denial-of-Service (DoS) attacks, which aim to overwhelm a system or network to disrupt its 
normal functioning, can cause severe disruptions to businesses. To mitigate these risks, 
organizations must implement robust security measures, including encryption, multi-factor 
authentication, employee training on cybersecurity best practices, and regular system patching and 
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updates. Additionally, establishing incident response plans and conducting regular vulnerability 
assessments and penetration testing can help identify and address potential weaknesses before they 
are exploited. 

In conclusion, the ever-increasing cybersecurity risks in the digital landscape necessitate proactive 
measures to protect sensitive data and ensure the integrity of organizational systems. 
Understanding and managing these risks requires a comprehensive approach that encompasses 
technological solutions, employee awareness and training, and collaboration between various 
stakeholders. By adopting effective risk management strategies, organizations can enhance their 
cybersecurity assurance and minimize the potential impact of cyber threats on their operations and 
reputation. 

2.5 Threats Modelling and Analysis Approaches 

In the cyber threats realm, it is imperative to understand the difference between threat modelling 
and threat analysis. Threat modelling is a proactive, systematic process used during the design 
phase to identify and assess potential threats and vulnerabilities within a system's 
architecture(Alsmadi, 2019). In contrast, threat analysis is a broader term that encompasses the 
identification, evaluation, and prioritization of threats across an organization's entire information 
ecosystem (Wolf and Serpanos, 2019). Furthermore, threats could be imposed due to vulnerability 
or a weakness in the system that could be exploited by attackers. understanding the difference 
between weaknesses and vulnerabilities is crucial. Weaknesses are general flaws or deficiencies 
that could potentially lead to security issues but have not yet been exploited. Vulnerabilities are 
specific, identifiable security flaws that can be directly exploited by threat actors(Wolf and 
Serpanos, 2019). However, the following methodologies and distinctions form the foundation of 
effective cybersecurity strategies, enabling organizations to address both current and emerging 
threats comprehensively.  

2.5.1 Threat Analysis Approaches 

In the realm of cybersecurity, different types of threat analysis methodologies such as risk-based, 
goal-based, and asset-based analyses are employed to identify, evaluate, and prioritize potential 
threats. Each type of analysis offers a unique perspective and approach to understanding and 
mitigating threats. 

2.5.1.1 Risk-Based Analysis focuses on evaluating threats based on the likelihood of their 
occurrence and the potential impact on the organization. This approach helps prioritize risks and 
allocate resources effectively to address the most significant threats. Risk-based cyber threat 
analysis can be used to improve cybersecurity by providing valuable insights and understanding 
of the patterns and relationships in cyber threats faced by organizations (Pires and Mascarenhas, 
2023). This analysis involves exploring data, performing hypothesis testing, and using correlation 
techniques to identify noticeable patterns and validate their presence (Liu et al., 2023). By 
analysing cyber threat intelligence, decision-makers can reduce uncertainty and improve the 
accuracy of risk analysis, leading to more informed decision-making (Dekker and Alevizos, 2024). 
This approach considers both known unknowns and unknown unknowns, utilizing methodologies 
such as causal graphs to reduce uncertainty and improve predictability(Dekker and Alevizos, 
2024). 
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2.5.1.2 Goal-Based Analysis centres on the organization's objectives, identifying threats that 
could hinder achieving these goals. This method aligns security measures with the organization's 
strategic aims, ensuring that protective efforts support overall business success. This can be 
achieved through the use of goal recognition algorithms, which analyse attack graphs to identify 
the objectives of actors in a computer network (Zhang et al., 2022). These algorithms address the 
challenges of dealing with noisy and partial observations, as well as the need for fast, near-real-
time performance (Zhang et al., 2022). By improving the accuracy and runtime of goal recognition, 
these algorithms can enhance risk management and alert correlation mechanisms for intrusion 
detection (Jiang et al., 2023). 

2.5.1.3 Asset-Based Analysis targets specific organizational assets, such as data, hardware, and 
software, assessing threats directed at these resources. This approach prioritizes the protection of 
critical assets, ensuring their integrity and availability. Asset-based cyber threat analysis has 
several advantages. It allows for the identification and evaluation of specific assets that are at risk, 
enabling organizations to prioritize their security measures and allocate resources effectively 
(Kawanishi et al., 2023). Additionally, asset-based analysis helps in understanding the impact of 
cyber threats on the organization's operations and the economic cost of implementing security 
measures (Shen et al., 2022). It also enables the detection of potential dangers to software systems, 
allowing developers to add mitigations and enhance the dependability and safety of their designs 
(K, T and V, 2023). However, asset-based analysis may not capture all possible threats and 
vulnerabilities, as it focuses primarily on the identified assets and their connections. It is important 
to complement asset-based analysis with other threat modelling methods to ensure comprehensive 
coverage of potential risks. 

2.5.2 Threat Modelling Approaches 

Threat analysis models reveal a significant body of work dedicated to enhancing cybersecurity 
through systematic threat identification, analysis, and mitigation strategies. The continuous 
evolution of threat analysis models in cybersecurity reflects the field's dynamic nature and the 
ongoing efforts to develop more effective, efficient, and context-aware strategies to counteract 
sophisticated cyber threats. The integration of traditional models with modern technologies and 
methodologies marks a significant advancement in the cybersecurity domain, offering promising 
avenues for future research and application in safeguarding digital assets and infrastructures. 
Attack Tree, STRIDE, PASTA, and Kill Chain, These models serve as foundational frameworks 
within the cybersecurity domain, guiding the assessment of potential threats and the development 
of robust Defence mechanisms. 

2.5.2.1 The Attack Tree  

The attack tree is regarded as one of the oldest approaches to threat modelling. Despite being 
considered an old model, the attack tree remains one of the most widely employed methods, even 
in the modern world. It is mostly applied in cyber-only systems, cyber-physical systems, and 
purely physical systems (Shevchenko et al., 2018). Initially, attack trees were used mainly as 
standalone methods. However, the technique has since been combined with other models to make 
it more effective (Shevchenko et al., 2018). Attack trees occur in the form of diagrams that are 
used to depict potential attacks on a system (Shevchenko et al., 2018). The model is designed in 
the form of a tree such that the root of the tree shows the goal of the attack, while its leaves are the 
methods through which the goal is to be realized (Shevchenko et al., 2018). Figure 2.1 illustrates 
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an example of an attack tree application; this system results in a situation whereby the threat 
analysis occurs in the form of a tree.  

 
Figure 2.1. Examples of attack tree applications (Shevchenko et al., 2018) 

2.5.2.2 The STRIDE Model  

The STRIDE model, invented in 1999 and later adopted by Microsoft Corporation in 2002, has 
established itself as one of the most sophisticated methods of threat modelling (Shevchenko et al., 
2018). Over time, the STRIDE model has evolved, incorporating various enhancements such as 
the use of threat-specific tables and additional variants like STRIDE-per-integration and STRIDE-
per-Element (Shevchenko et al., 2018). These evolutionary changes have expanded the model’s 
capabilities and made it more adaptable to different contexts and scenarios. 

The mechanism of the STRIDE model primarily revolves around the detailed design of a system 
(Shevchenko et al., 2018). By constructing data-flow diagrams, the STRIDE model enables the 
identification of entities, events, and system boundaries, facilitating a comprehensive 
understanding of the system’s architecture (Shevchenko et al., 2018). This analysis helps in 
recognizing potential vulnerabilities and threats that may arise from the system’s design and 
structure. 

A key aspect of the STRIDE model is its application of a set of known threats based on mnemonic 
identities. These mnemonic identities represent diverse types of threats that a system may face. 
The six mnemonic identities used in the STRIDE model are as follows: 

• Spoofing: This refers to an attack where an unauthorized entity impersonates another entity 
to gain access to sensitive information or perform malicious activities. 

• Tampering: Tampering involves the unauthorized modification or alteration of data, 
systems, or processes with malicious intent. 

• Repudiation: Repudiation attacks involve one party denying their actions or transactions, 
making it difficult to hold them accountable. 

• Information Disclosure: This type of attack occurs when sensitive information is accessed 
or disclosed to unauthorized parties. 
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• Denial of Service: Denial of Service attacks aim to disrupt or disable a system, network, or 
service, rendering it inaccessible or unusable for legitimate users. 

• Elevation of Privilege: Elevation of Privilege attacks involve an unauthorized entity 
gaining higher privileges or access rights within a system or network, enabling them to 
perform actions beyond their authorized scope. 

By considering these mnemonic identities, the STRIDE model provides a systematic approach to 
identify and categorize potential threats, enabling organizations to prioritize their mitigation efforts 
based on the severity and potential impact of each threat. Table 2.2 illustrates the STRIDE threat 
categories, visually representing these mnemonic identities and their corresponding threats within 
the model (Shevchenko et al., 2018). This visualization enhances the understanding of the STRIDE 
model and facilitates its application in threat analysis and mitigation strategies.  

 
Table 2.2. STRIDE Threat Categories (Shevchenko et al., 2018) 

In summary, the STRIDE model has evolved into a sophisticated method of threat modelling since 
its inception. By evaluating system design, utilizing mnemonic identities, and employing data-
flow diagrams, the STRIDE model enables organizations to identify, categorize, and prioritize 
threats systematically. This approach enhances the overall cybersecurity posture by directing 
efforts toward the most critical vulnerabilities and facilitating the development of effective 
countermeasures. 

2.5.2.3 The Kill Chain  

Cyber kill chains are another popular method of threat modelling that is used in different sectors 
involving cyber systems. It is a collection of processes that are related to the use of cyberattacks 
on various systems (Bala Bharathi and Suresh Babu, 2018). According to Bharathi & Babu (2018), 
the kill chain describes the stages that constitute a successful cyberattack (Bala Bharathi and 
Suresh Babu, 2018). This model is a stepwise description of the mechanism of complex attacks 
(Bala Bharathi and Suresh Babu, 2018). Conventionally, a kill chain reference in an indicator 
shows that the indicator detects malicious behaviours at a given phase of the kill chain (Bala 
Bharathi and Suresh Babu, 2018). For instance, a kill chain reference in a TTP shows that such a 
TTP is used at the considered phase of the kill chain (Bala Bharathi and Suresh Babu, 2018). One 
of the most common forms of the cyber kill chain model involves the use of seven distinctive steps 
proposed by the Lockheed Martin Defence company (Bala Bharathi and Suresh Babu, 2018).  
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The main phases of this model are reconnaissance, weaponization, delivery, exploitation, 
installation, command and control, and actions on objectives (Bala Bharathi and Suresh Babu, 
2018). Each of the steps is characterized by specific data types depending on the aspects of the 
associated activities. For instance, reconnaissance may be associated with data relating to web 
analytics or firewall penetration (Bala Bharathi and Suresh Babu, 2018). According to Bharathi 
and Babu (2018), precaution is one of the most vital aspects of the kill chain model. It involves 
taking measures before the anticipated attack and initiating quick responses in the event of the 
detected invasion (Bala Bharathi and Suresh Babu, 2018). The mechanism requires a proper 
understanding of the orchestrators of the anticipated attacks (Bala Bharathi and Suresh Babu, 
2018). The kill chain model describes the specific attack phases of assaults from the perspectives 
of cybercriminals (Bala Bharathi and Suresh Babu, 2018). This information offers the opportunity 
to understand vulnerabilities from the attacker’s perspective and facilitates the determination of 
the actions that are best suited to counteract the expected attacks (Bala Bharathi and Suresh Babu, 
2018). Each of the seven stages of threat modelling in the kill chain model is intended to undertake 
a specific objective. 

 

Figure 2.2. The Kill Chain stages 

2.5.2.4 The Process for Attack Simulation and Threat Analysis (PASTA) 

PASTA (Process for Attack Simulation and Threat Analysis) is a relatively recent advancement in 
the field of risk modelling. Developed in 2012, PASTA represents a risk-centric model of threat 
modelling that offers a structured approach to assess and address potential threats (Shevchenko et 
al., 2018). Like the kill chain model, Figure 2.4 represents the PASTA model, which consists of 
seven distinct stages, each encompassing multiple activities that serve various purposes in the 
processes of threat prediction and counteraction. 
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Figure 2.3. PASTA Threat Modelling stages (Shevchenko et al., 2018) 

 

The division of the PASTA model's functional mechanism into stages makes it highly adaptable 
and easy to implement in different contexts. The primary objective of the PASTA model is to 
consolidate business objectives and requirements, ensuring that threat modelling aligns with the 
strategic goals of the organization (Shevchenko et al., 2018). Each stage of the PASTA model 
involves the utilization of a wide range of design and elicitation resources, allowing for a 
comprehensive analysis of potential threats (Shevchenko et al., 2018). 

One key aspect of the PASTA model is the inclusion of key decision-makers from various 
departments and the incorporation of security input from operations, architecture, governance, and 
development. This multi-disciplinary approach ensures that threat modelling is conducted from a 
holistic perspective, considering different facets of the organization's structure and operations 
(Shevchenko et al., 2018). By involving key stakeholders and subject matter experts, the PASTA 
model elevates the threat modelling process to a strategic level, enhancing its effectiveness and 
relevance to the organization's overall cybersecurity strategy. Furthermore, the PASTA model 
adopts an attacker-centric approach to provide an asset-centric output. It analyses anticipated 
threats from the perspective of potential attackers, enabling organizations to gain valuable insights 
into their vulnerabilities and prioritize mitigation efforts accordingly (Shevchenko et al., 2018). 
This approach allows for more targeted threat scoring and enumeration, helping organizations 
develop high-efficiency threat detection systems that are specifically tailored to their unique assets 
and risk landscape (Shevchenko et al., 2018). However, PASTA represents an innovative and 
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comprehensive risk-centric model of threat modelling. By incorporating multiple stages, involving 
key decision-makers, and adopting an attacker-centric approach, PASTA enhances the accuracy 
and effectiveness of threat analysis. It empowers organizations to align threat modelling with their 
strategic objectives, effectively manage risks, and develop robust cybersecurity measures to 
protect their valuable assets and systems.  

2.6 Cyber Threat Intelligence  

Cyber Threat Intelligence (CTI) plays a crucial role in combating cybercrime by providing 
organizations with valuable information to diagnose and understand the threats they face. It 
encompasses the collection of data that helps companies comprehend past, present, and future 
threats, enabling them to prepare, prevent, and identify risks (Tounsi, 2019). By leveraging cyber 
intelligence, organizations can establish robust Defence systems to mitigate potential threats that 
could have detrimental consequences (Tounsi, 2019). 

One significant aspect of cyber threat intelligence is the collection of raw data that describes 
existing or potential threats. This data undergoes analysis to develop actionable solutions and 
automated security controls (Tounsi, 2019). The primary objective of cyber threat intelligence is 
to keep organizations well-informed about common types of risks and effective countermeasures 
to mitigate them. Several categories of cyber threat intelligence exist, including Structured Threat 
Information Expression (STIX), Open-source intelligence (OSINT), and Geospatial Intelligence 
(GEOINT). 

2.6.1 The Structured Threat Information Expression (STIX) is a standardized language 
developed by the OASIS Cyber Threat Intelligence (CTI) Technical Committee and MITRE to 
describe cyber threat information (Barnum, 2014; Sadique et al., 2018). It allows for consistent 
sharing, storage, and analysis of threat information. STIX is intended for various parties involved 
in system protection, such as cyber defenders, threat analysts, malware analysts, and security 
researchers(Barnum, 2014). The language provides a universal framework for describing threats, 
promoting efficient communication, and facilitating the automation of threat detection and 
prevention activities (Sadique et al., 2018). 

The STIX language consists of nine principal constructs that work together to simplify the 
description of threat information (Barnum, 2014; Sadique et al., 2018). These constructs include 
observables, incidents, exploit targets, indicators, reports, threat actors, Adversary Tactics, 
Techniques, and Procedures (TTPs), courses of action, and campaigns (Barnum, 2014; Sadique et 
al., 2018). Each construct serves a specific purpose in capturing and conveying threat-related 
information. For example, observables represent objects seen or to be seen in cyber systems, while 
indicators define patterns and meanings derived from observables (Barnum, 2014; Sadique et al., 
2018). Incidents refer to adversary actions, and TTPs encompass the attack patterns employed by 
cybercriminals (Barnum, 2014; Sadique et al., 2018). Exploit targets denote vulnerabilities at risk 
of exploitation, while courses of action are responses to these attacks (Barnum, 2014; Sadique et 
al., 2018). Reports collect relevant STIX content and facilitate shared information. Figure 2.5 
illustrates the core constructs of STIX, providing a visual representation of their 
relationships(Barnum, 2014). 
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Figure 2.4. The core constructs of STIX (Barnum, 2014). 

 

2.6.2 Open-source intelligence (OSINT) is another category of cyber threat intelligence that 
gathers data from publicly available sources, such as social media reports, news, and public reports 
(Impe, 2018). Unlike open-source software, OSINT focuses on collecting information from 
various public sources and has become increasingly valuable in computer security (Impe, 2018). 
Social media intelligence, a subset of OSINT, plays a significant role in extracting relevant 
information from social media platforms. 

2.6.3 Geospatial Intelligence (GEOINT) is an approach to cyber threat intelligence that gathers 
information from geospatial data sources like maps and GPS systems (Impe, 2018). By 
incorporating geospatial data, GEOINT provides additional insights into the geographical contexts 
of cyber threats (Impe, 2018). However, it is important to exercise caution when using GEOINT 
data for geographical attribution due to potential false flags and uncertainties (Impe, 2018). 
GEOINT aims to introduce a geospatial dimension to threat detection and prevention activities, 
enhancing situational awareness. 

The applications of Cyber Threat Intelligence are diverse and encompass various aspects of an 
organization's cybersecurity strategy. CTI plays a vital role in proactive Defence by enabling 
organizations to identify and prioritize potential threats based on their relevance and severity 
(Tounsi, 2019). It assists in the development of incident response plans, threat-hunting activities, 
and vulnerability management processes. Moreover, CTI supports the identification of indicators 
of compromise (IOCs) that can be used to detect and respond to ongoing attacks (Tounsi, 2019). 
By monitoring IOCs, organizations can detect malicious activities and take timely actions to 
mitigate the impact of an attack. 

In conclusion, cyber threat intelligence is a vital component in the fight against cybercrime. STIX, 
as a standardized language, facilitates consistent communication and sharing of threat information. 
OSINT gathers data from public sources, while GEOINT incorporates geospatial data for enhanced 
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threat analysis. By leveraging these cyber threat intelligence categories, organizations can 
strengthen their security measures and proactively defend against evolving cyber threats.  

  

2.7 Cybersecurity and Control Standards  

Cybersecurity standards are crucial for organizations of all sizes and categories, providing a set of 
best practices established by experts to protect against cyber threats (Collier et al., 2014). These 
standards outline key measures and implementation guidelines to ensure effective protection 
against cybercrime. Some of the primary cybersecurity standards include NIST, PCI DSS, ISO 
27001, and CIS_CSC, each offering best practices to achieve specific cybersecurity objectives. 

2.7.1 NIST Cybersecurity Framework  

The NIST Cybersecurity Framework is a voluntary framework that provides organizations with 
guidance on managing and mitigating cybersecurity threats. While initially designed for critical 
infrastructure organizations in the US, the framework's flexibility allows its adoption by 
companies worldwide. The NIST standard enables the evaluation and improvement of existing 
cybersecurity strategies to enhance their performance (NIST CYBERSECURITY FRAMEWORK, 
2018). 

The need to align with particular cybersecurity frameworks arises from a variety of factors, 
including regulatory obligations, meeting industry regulator expectations, adherence to internal or 
external audit guidelines, fulfilling business objectives and customer needs, or simply to enhance 
an organization's cybersecurity strategy(Sabillon et al., 2017). The NIST framework comprises 
three key components: the core, implementation tiers, and profiles. The core consists of functions, 
categories, subcategories, and informative references, offering recommended approaches to 
various aspects of cybersecurity. Its functions include identifying potential cyber risks, protecting 
against identified risks, detecting malicious activities, responding to threats, and recovering from 
breaches. The implementation tiers involve implementing risk management programs and 
processes to establish a robust cybersecurity framework, with categories including risk-informed, 
adaptive, partial, and repeatable. Profiles can be current or target, providing an overview of an 
organization's current cybersecurity system and its intended future state (NIST CYBERSECURITY 
FRAMEWORK, 2018).   

2.7.2 PCI DSS 

The Payment Card Industry Data Security Standard (PCI DSS) was established by the PCI Security 
Standards Council to promote and maintain adequate security standards for the payment card 
industry(PCI Security Standards Council, 2023). It helps merchants and financial organizations 
understand and adopt security standards for technologies, policies, and processes involved in 
payment systems. By adhering to PCI DSS, organizations protect payment data from breaches and 
unauthorized access, ensuring the security of cardholders’ information(PCI Security Standards 
Council, 2023).  

2.7.3 ISO/IEC 27001 

ISO 27001, also known as IEC 27001, is an international standard that defines best practices for 
information security management systems (ISMS)(ISO/IEC 27001, The Information Security 
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(ISMS) Standard, 2022). Organizations certified with ISO 27001 demonstrate strict adherence to 
cybersecurity best practices and are considered to have effective data protection measures. This 
standard emphasizes the importance of risk management, a cornerstone of the information security 
management system (IT Governance, 2020). ISO 27001 programs focus on assessing risks 
associated with information security to establish robust controls.  

2.7.4 CIS Critical Security Controls 

The CIS Controls (CIS_CSC) standards provide best practice guidelines for securing data on 
various electronic devices, including mobile devices, personal computers, and workstations(CIS 
Controls, 2023) . These standards recommend rigorous configuration control and change 
management measures to prevent vulnerabilities from being exploited by cyberattacks(CIS 
Controls, 2023). By adhering to CIS_CSC standards, organizations can protect their devices from 
exploitation and enhance their overall cybersecurity posture. 

Incorporating these cybersecurity and control standards helps organizations establish 
comprehensive cybersecurity frameworks, safeguard sensitive information, and minimize the 
potential impact of cyber threats. Compliance with these standards demonstrates a commitment to 
implementing robust security measures and ensuring the confidentiality, integrity, and availability 
of data and systems.  

2.7.5 Cybersecurity Assurance Approaches 

Organizations In the field of cybersecurity, various approaches and frameworks have been 
developed to provide assurance and establish a strong security posture for organizations. These 
approaches aim to address the evolving threat landscape and the increasing complexity of 
technology systems. In this section, we will discuss some of the existing cybersecurity assurance 
approaches and their significance. One prominent cybersecurity assurance approach is the 
Cybersecurity Maturity Model Certification (CMMC). The CMMC was developed by the U.S. 
Department of Defence (DoD) to enhance the cybersecurity practices of organizations 
participating in the Defence industrial base. It is a unified standard for implementing cybersecurity 
across the Defence supply chain (Office of the Under Secretary of Defence for Acquisition & 
Sustainment, 2020). The CMMC framework provides a set of maturity levels and associated 
practices and processes that organizations must meet to achieve certification. It ensures that 
organizations handling sensitive defence information have the necessary cybersecurity controls in 
place to protect that information. Another widely recognized cybersecurity assurance approach is 
the Federal Risk and Authorization Management Program (FedRAMP) is a cybersecurity 
assurance program established by the U.S. federal government. FedRAMP provides a standardized 
approach to security assessment, authorization, and continuous monitoring of cloud services 
(Federal Risk and Authorization Management Program, 2021). It ensures that federal agencies 
have the necessary confidence in the security of the cloud services they use. FedRAMP sets 
stringent requirements for cloud service providers, including security controls, vulnerability 
management, incident response, and continuous monitoring. These cybersecurity assurance 
approaches play a critical role in establishing trust, enhancing cybersecurity practices, and 
providing assurance to stakeholders. By adopting and complying with these frameworks, 
organizations demonstrate their commitment to protecting sensitive information, managing risks, 
and mitigating cyber threats. 
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2.8 Data-Driven Threat Modelling Standards and Catalogues 

Organizations often rely on traditional risk management practices to respond to attacks promptly. 
However, NIST 800-154 introduces dynamic data-centric threat modelling guidelines to 
proactively facilitate risk management processes, despite being in its early stages (Elahi et al., 
2021; Tatam et al., 2021). This publication, titled "Introduction to Data-Centric System Threat 
Modelling," serves as a guide for threat modelling based on data and is currently in draft form 
since its release in 2016. The proposed model focuses on data within specific systems, such as 
stored data on laptops. The threat modelling approach is based on the concepts of Attack-side and 
Defence-side. The Attack-side discusses core terms like vulnerability, attack vector, threat, exploit, 
and attack, while the Defence-side addresses risk, security controls, and objectives. NIST's threat 
modelling approach consists of four steps: system and data identification, attack vector 
determination, security mitigation, and threat model analysis(Souppaya and Scarfone, 2016) . 

In understanding security-related adversaries, cybersecurity presents a complex pattern that 
demands multifaceted approaches. The Common Attack Pattern Enumeration and Classification 
(CAPEC)(MITRE CAPEC, 2023) organize knowledge of adversary behaviour and focuses on 
specific use cases for application security ("CAPEC"). This model defines standard techniques and 
attributes used by attackers when exploiting vulnerabilities in cyber-enabled capabilities, such as 
clickjacking and session fixation. CAPEC is employed in application threat modelling and 
penetration testing to understand attacker perspectives, concepts and standardize countermeasures. 
Common Weakness Enumeration (CWE)(MITRE CWE, 2023) is a compilation of software and 
hardware security weaknesses aimed at addressing cybersecurity and everyday IT needs. CWE 
serves as a parameter for evaluating security tools while identifying, mitigating, and preventing 
attacks ("CWE"). 

The existing threat control standards, the International Organization for Standardization (ISO) and 
National Institute of Standards and Technology (NIST) are widely adopted for information 
security. ISO/IEC 27002 and NIST SP800-53 publications primarily focus on providing security 
controls. NIST is often referenced for threat mitigation due to several reasons. Firstly, NIST offers 
a more comprehensive set of controls, whereas ISO controls represent a subset of NIST controls, 
providing organizations with broader coverage for compliance requirements. Secondly, NIST's 
most recent version, NIST 800-53 revision 5, released in 2021, surpasses ISO 27002's 2013 
version. Lastly, ISO charges for its publications, while NIST's publications are publicly available. 

In summary, the mentioned works are essential for understanding and analysing threats in areas 
where existing threat modelling approaches do not strongly emphasize data. While most threat 
analysis focuses on assets, attacks, and threat modelling, NIST SP 800-154 addresses the need for 
a thorough understanding of data in the context of complete systems. Our research addresses these 
limitations by proposing a data-driven model that incorporates distinct types of data for 
comprehensive threat analysis. 

2.9 Review and Discussion of Related Work  

Cyber assurance has become a crucial element of any digital economy. The field has attracted the 
attention of several experts and scholars from all over the world. Most of the studies that are 
conducted on the subject revolve around the expected behaviours of cyber criminals and the 
anticipated trends in the associated attacks. According to leading industry research company 
(Gartner), they expect the trends that impact enterprises strategy that include the management of 



37 
 

threat exposure, validation of cybersecurity, security operation models, and composable 
security(Top Strategic Cybersecurity Trends for 2023, 2023). In Overall, most researchers focus 
their studies on the evolution of cyberattacks and the implications of such changes on global 
cyberspace.  

Several works have discussed threat analysis extensively; most of these works rely on pre-existing 
models or standards that meet their research requirements, such as STRIDE and PASTA The 
evolution of threat analysis models in cybersecurity, from foundational frameworks like Attack 
Tree, STRIDE, PASTA, and Kill Chain to more integrated and automated approaches, signifies 
the cybersecurity community's adaptive response to the complexities of modern cyber threats. This 
progression highlights a shift towards more sophisticated, dynamic, and context-aware 
methodologies that leverage advancements in technology and data analysis to enhance threat 
detection, assessment, and mitigation strategies. Modern techniques that rely on these models 
include hybrid threat modelling approaches that combine system-centric and attacker-centric 
perspectives for more comprehensive security analysis. For instance, Viswanathan and Prabhu 
(2021) propose a hybrid model integrating STRIDE and Attack Tree methodologies to identify 
threats during the software design phase, demonstrating its efficacy through a case study on a 
health centre management system (Viswanathan and Prabhu, 2021). Moreover, Straub (2020) 
explores the application of Blackboard Architecture to model attacks and defences, suggesting a 
generalized solution that accommodates various modelling techniques, including Kill Chain and 
STRIDE, for a more dynamic and flexible threat analysis framework (Straub, 2020). 

Today, The integration of machine learning(ML) and AI into threat modelling represents another 
modern advancement. Techniques like text classification models are being developed to automate 
the mapping of threats within large datasets, enhancing the efficiency and accuracy of threat 
identification and prioritization processes. For instance, a study introduces a threat modelling for 
network intrusion detection system (NIDS) based on ML using STRIDE and Attack Tree 
approaches to identify the potential threats based on multiple levels, such as subtle perturbations 
inserted to the original inputs at inference time in order to evade the classifier detection or at 
training time to degrade its performance(Ali Alatwi and Morisset, 2022). Furthermore, this AI/ML 
is suspectable for unique vulnerabilities compared to traditional software systems. Hence, research 
provides an enhanced version of STRIDE to address this challenge by proposing an asset-centric 
approach(STRIDE-AI) for identifying threats to machine-learning-based systems(Mauri and 
Damiani, 2022). Conventionally, out of this literature review process, and despite of research 
advancement in threat modelling,  there are four basic types of threat modelling, which include 
asset-centric, attacker-centric, software-centric, and threat-centric modelling tools (Yeboah-Ofori 
and Islam, 2019). As the names suggest, each of these techniques is intended to target particular 
components within a system. Since the most common approaches to threat modelling fail to 
consider the threats that are aimed at specific types of data, it remained difficult to deal with 
attackers whose malicious activities were intended to steal, destroy, or interfere with given data 
types (Shelupanov et al., 2019). Consequently, there is a pressing need to investigate new 
methodologies that prioritize data at the heart of threat analysis. Despite its critical importance in 
strengthening cybersecurity defences, data-centric threat analysis has not received sufficient 
attention from researchers.  

Overall, the works discussed above offer workable methods for comprehending and analysing risks 
in fields where conventional threat modelling techniques do not concentrate a strong emphasis on 
data. Threat analysis typically places an emphasis on assets, tactics, actors, and threats. 



38 
 

Furthermore, business data has been the focus of standards like NIST SP 800-154 for systems that 
do not fully grasp all data from the entire system environment, such as control and management 
data. Our study addresses these limitations by offering a native data-driven threat analysis model 
that considers all relevant technological aspects of various forms of data present in the 
infrastructure at any given time during its lifetime. In addition to considering company operations 
and services as the initial point of comparison when analysing threats, the proposed methodology 
also considers shortcomings in earlier works. Hence, the proposed model in the research provides 
a superior value in several ways. First, the proposed model considers all the fundamental factors 
of data security, including actors, weaknesses, threats, controls, data, and infrastructure, which are 
then implemented using a conceptual model. Second, the approach considers data from three 
distinct levels of abstraction, such that the threat vector is analysed for data relating to 
management, business, and control. This approach ensures that the model offers full visibility and 
control over the data’s location at any part of its lifecycle by providing a layered representation of 
potential attack surfaces mapped to particular threat actors. Additionally, the model considers 
various steps in how the attack can escalate using our model. The use of three abstraction levels 
offers dynamism, enabling the model to adapt to the changes that characterize the field of 
cybersecurity. Since the model is dynamic, it is expected to support emerging concepts, like 
software-defined networking and cloud computing technology. The final property that makes this 
model superior to similar initiatives like NIST’s data-centric modelling system is that it is 
applicable and not limited to a particular system or data type i.e., business, or operational data. 

In addition to the aforementioned points, the proposed data-driven threat analysis model provides 
a comprehensive threat analysis that goes beyond merely identifying threat vectors. It includes 
evaluating the effectiveness of the identified controls, which are crucial in supporting 
organizations to ensure their security assurance. By evaluating the identified controls, the model 
enables organizations to assess the adequacy of their security measures and determine whether 
they align with industry best practices and standards. This evaluation process involves analysing 
the capabilities and limitations of the controls in mitigating the identified threats. It provides 
organizations with valuable insights into the effectiveness of their existing security measures and 
helps identify potential gaps or areas for improvement. The inclusion of control evaluation within 
the data-driven threat analysis model not only enhances organizations' understanding of their 
security posture but also facilitates the development of effective risk mitigation strategies. By 
identifying areas where controls may be insufficient or ineffective, organizations can prioritize 
their resources and efforts to strengthen their security measures where they are most needed. 
Finally, to present a summary of the discussed works, Table 2.3 illustrates some threat modelling 
aspects of existing models. 

Aspect d-TM Attack Tree STRIDE PASTA 
Focus Data Attacker, 

Systems, 
Applications 

Threats, 
Systems, 
Applications 

Risk, Systems, 
Applications 

Data Abstraction 
Levels 

Three levels, 
Management, Control, 
Business 

No data 
definition 

A single type, 
i.e., business 

A single type, 
i.e., business 

Threat Layers Agent, Network, 
Application, Compute, 
and Storage 

Focuses on the 
paths an attacker 
might take, and 
does not specify 
layers. 

Considers 
threats at 
different layers 
based on the 
type but is not 
structured 

Assess threats 
within the 
context of the 
risk to business 
objectives and 
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around specific 
layers. 

technical 
environment. 

Process Automation 
and visualization 

Automated, and 
Comprehensive visual 
outputs, including color-
coded tables, DFDs, and 
reports 

Not inherently 
automated; 
emphasizes 
manual, risk-
centric analysis 
with the option 
for visual 
representation. 

Can be used in 
conjunction 
with automated 
tools; visual 
output can vary. 

Not typically 
automated; 
visual output is 
a tree structure 
showing attack 
paths. 

Threat Mitigation Includes control 
evaluation as part of the 
process 

Identifies 
potential attacks 
but does not 
typically include 
mitigation within 
the model. 

Focuses on the 
identification of 
threat types 
with limited 
guidance on 
mitigation 
strategies. 

Integrates threat 
analysis with 
risk 
management 
and mitigation 
planning. 

Adaptability to New 
Technologies 

Designed to adapt 
emerging tech like cloud 
and SDN 

Traditional 
method; may not 
directly address 
emerging 
technologies 
without 
modification. 

Flexible enough 
to be applied to 
new technology 
contexts. 

Risk-centric 
approach 
adaptable to 
new 
technologies 
and business 
processes. 

Security Assurance Emphasizes security 
assurance by evaluating 
controls 

Provides a 
structure for 
assessing 
potential attacks 
but is not directly 
tied to control 
evaluation. 

Aims to 
provide 
assurance by 
addressing all 
six threat 
categories. 

Designed to 
align threat 
modelling 
outcomes with 
business risk 
and security 
assurance 
requirements. 

References (Alwaheidi and Islam, 
2022) 

(Saini, Duan and 
Paruchuri, 2008) 

(Hernan et al., 
2006) 

(Ucedavélez 
and Morana, 
2015) 

Table 2.3. Overview of d-TM model to existing works  

In conclusion, the continuous evolution of threat analysis models in cybersecurity reflects the 
field's dynamic nature and the ongoing efforts to develop more effective, efficient, and context-
aware strategies to counteract sophisticated cyber threats. The integration of traditional models 
with modern technologies and methodologies marks a significant advancement in the 
cybersecurity domain, offering promising avenues for future research and application in 
safeguarding digital assets and infrastructures. the proposed data-driven threat analysis model 
addresses limitations in today and traditional threat modelling approaches by emphasizing the 
importance of data security and incorporating control evaluation. By considering all relevant 
technological aspects of various data forms and utilizing a layered representation of potential 
attack surfaces, the model provides a comprehensive understanding of the security landscape. 
Additionally, evaluating the effectiveness of identified controls enables organizations to assess 
their security measures, identify gaps, and prioritize resources for strengthening security. Overall, 
this holistic and dynamic approach supports organizations in enhancing their security posture, 
mitigating risks, and ensuring their security assurance. 
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CHAPTER THREE: RESEARCH METHODOLOGY  
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3.1 Introduction    

This chapter presents the overall methodology used by this research. The research methodology 
adopts a combination of qualitative and quantitative methods to construct the study's content. The 
qualitative method involves an extensive literature review to explore existing knowledge on threat 
modelling and data-driven analysis techniques. This review helps identify gaps in the current state 
of the art and provides a foundation for the proposed model. The quantitative method, on the other 
hand, focuses on the analysis phase of the research and utilizes algorithmic approaches to simulate 
potential threats to which the data may be exposed at different instances. 

3.2 Research Methodology 

Research methodologies serve as the backbone for conducting thorough and impactful studies. 
This section delves into the existing methodologies within three distinct research areas: literature 
review, model development, and evaluation. Furthermore, this section illustrates adopted research 
methods for addressing research questions and achieving objectives. 

3.1 Existing Research Methodologies 

There are several methods used to conduct research, representing fundamental approaches in 
academic research across various domains. Each methodology offers a unique perspective and 
approach to exploring and understanding complex research questions, thereby contributing to the 
advancement of knowledge within their respective fields. The research considers three domains to 
investigate: Literature review process, development of an integrated models, and evaluation 
methods for validating research model.  

3.1.1 Literature Review  

There are several approaches to conduct this activity, literature review methodologies are 
instrumental in synthesizing existing knowledge, identifying gaps in current research, and setting 
a foundation for new inquiries. These methodologies enable scholars to critically assess and 
integrate findings from various studies, thereby contributing to the advancement of academic 
disciplines. Here, we discuss prevalent methodologies employed in conducting literature reviews, 
highlighting their academic significance. There are some common approaches including, narrative 
reviews, systematic reviews, and scoping review. Narrative reviews, often known as traditional 
literature reviews, involve a qualitative synthesis of a broad range of research related to a specific 
topic or question. These reviews provide a comprehensive overview, allowing scholars to trace the 
development of theories, methodologies, and findings within a field. Narrative reviews are 
particularly useful for areas where a formal meta-analysis might not be feasible due to the 
heterogeneity of studies. However, they may be susceptible to bias as the inclusion of studies is 
not always systematic(Green, Johnson and Adams, 2006). The Systematic Literature Review 
(SLR) which is a structured approach aimed at comprehensively collecting and critically analysing 
research evidence related to a specific research question or area of interest. Siddaway et al. (2019) 
emphasize that SLRs are characterized by their methodical and replicable methodologies, 
including a comprehensive search strategy to locate all relevant work, both published and 
unpublished, and a systematic integration and critique of the evidence to draw broad theoretical 
conclusions (Siddaway, Wood and Hedges, 2019). Similarly, Armstrong et al. (2011) highlight the 
importance of defining the scope of the research question in SLRs to clarify definitions and 
conceptualizations within the existing literature, thereby guiding the review process (Armstrong 
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et al., 2011). Furthermore, Scoping reviews aim to map the key concepts, types of evidence, and 
gaps in a research area, particularly when the topic is complex or has not been comprehensively 
reviewed before. Unlike systematic reviews, scoping reviews tend to address broader questions 
and involve a more flexible approach to study selection and synthesis. This methodology is useful 
for clarifying working definitions and conceptual boundaries in emerging fields (Arksey & 
O'Malley, 2005). While, Recent advancements in literature review methodologies emphasize the 
importance of systematic and scoping reviews for synthesizing research findings comprehensively. 
Snyder (2019) outlines literature review as a critical research methodology, providing guidelines 
for conducting and evaluating literature review papers, ensuring thoroughness and rigor (Snyder, 
2019). In conclusion, the choice of literature review methodology depends on the research 
question, the nature of the available literature, and the review's objectives. Each methodology 
offers distinct advantages and is suited to different types of inquiries, contributing to the richness 
and diversity of academic scholarship. 

3.1.2 Model Development 

In the research context, research model development methodologies are fundamental tools that 
facilitate the systematic investigation of complex phenomena across various disciplines. These 
methodologies enable researchers to abstract, conceptualize, and operationalize the components 
and dynamics of their study domains, thereby providing a structured approach to inquiry. This 
discussion elucidates some of the prevalent methodologies in research model development, 
underscoring their academic relevance and application. Conceptual modelling stands out as a 
pivotal methodology in research model development, offering a blueprint for understanding and 
representing the abstract structures of a study domain. It involves the creation of conceptual 
frameworks that delineate the key concepts, constructs, and their interrelations within a research 
field. Robinson (2008) emphasizes the importance of a structured approach to conceptual 
modelling, which includes defining the problem domain, identifying objectives, and specifying the 
model's structure and content. This methodology is instrumental in ensuring that the research 
model is both comprehensive and aligned with the research objectives (Robinson, 2008). 
Ontological approaches in model development aim to ground the conceptual models in a well-
defined and universally accepted set of entities and their relationships. This methodology is 
particularly valuable in ensuring semantic clarity and consistency across research models. Guarino 
and Welty (2009) advocate for the use of formal ontology as a foundation for conceptual 
modelling, facilitating the precise definition and classification of the entities and phenomena 
within a research domain. The ontological approach enhances the rigor and interoperability of 
research models, making them more understandable and reusable across different studies and 
disciplines (Guarino and Welty, 2009). While, Agent-based modelling (ABM) offers a distinctive 
approach to research model development by simulating the actions and interactions of autonomous 
agents within a system. This methodology is particularly suited to exploring the emergent 
behaviours and phenomena that arise from individual-level interactions. Bonabeau (2002) 
underscores the flexibility and adaptability of ABM in modelling complex adaptive systems, where 
the behaviour of the system as a whole cannot be easily deduced from the properties of individual 
agents. ABM facilitates the exploration of how local rules and behaviours lead to global patterns, 
making it a powerful tool for studying social, economic, and ecological systems (Bonabeau, 2002). 
In summary, research model development methodologies such as conceptual modelling, 
ontological approaches, and agent-based modelling offer diverse and powerful tools for academic 
inquiry. Each methodology provides a unique lens through which researchers can conceptualize, 
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operationalize, and analyse the intricate aspects of their study domains, contributing to the 
advancement of knowledge and understanding across various disciplines. 

3.1.3 Model Evaluation 

Model evaluation is a crucial part of any research that aims to propose a new model to the 
knowledge. There are several methodologies to achieve this objective, such as Empirical 
investigation, and action research methodology. Empirical investigation in software engineering 
is a widely accepted validation method that evaluates proposed techniques through practical 
experience. It focuses on investigating the benefits and limitations of the technique (Aftab et al., 
2018). In contrast to other types of model evaluation methodologies, empirical investigation 
involves implementing client-oriented projects and analysing the results through empirical 
analysis (Breed and Verster, 2019). Furthermore, Empirical investigations, particularly through 
case studies, are a crucial methodology for evaluating theoretical models and hypotheses within 
real-world contexts. Case studies provide in-depth insights into specific instances, allowing 
researchers to explore the dynamics and complexities of phenomena. Linnenluecke, Marrone, and 
Singh (2020) detail methodological steps for conducting literature reviews and bibliometric 
analyses in a replicable and scientific manner, which can be applied to empirical case studies to 
enhance their analytical depth and reliability (Linnenluecke, Marrone and Singh, 2020). On the 
other hand, Action research methodology involves the identification of problems, collection of 
information, improvement of performance based on solutions, and evaluation of intervention 
results. The Simmons model is a comprehensive model for action research, which includes steps 
such as subject identification, data collection, planning, implementation, evaluation, and feedback 
(Aghdash et al., 2021). Action research appeals to researchers and organizations seeking impact 
and utilization of scientific results in practice. It can involve customers through experiment 
systems and can be managed effectively (Staron, 2020). Action research is a methodology used to 
identify necessary changes within an organization, providing quality information for decision-
making (Pracht, Toelle and Broaddus, 2022). It merges research principles and theories into 
practice, producing relevant research findings (Khan and Manzoor Rashid, 2022). 

3.2 Research Methodology for d-TM 

This section presents how the chosen methodology is applied for d-TM. The research methodology 
encompasses Four stages, i.e., literature review, then model and tool development, lastly 
evaluation and conclusion. Each part contributes to the overall development and evaluation of the 
data-driven threat modelling and analysis approach, as illustrated in Figure 3.1. The initial stage 
narrates the gaps in the existing knowledge, and the second stage aims to propose a novel model 
and tool to address the gap in the knowledge. The third stage includes the evaluation of the 
proposed model and tool using multiple case studies. Lastly, the research conclusion and 
confirmation of the presented questions and objectives are addressed. Furthermore, the figure 
presents adopted methodologies for each stage, such as SLR, for literature review. 
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Figure 3.1. Methodology of the study 

3.2.1 Stage 1. Literature Review 

This initial stage intends to explore, analyse, and conclude the knowledge of existing approaches 
and gaps in the state-of-the-art domain knowledge. The research considers Systematic Literature 
Review (SLR) methodology for conducting the state-of-the-art review in threat modelling and 
analysis approaches is well-justified. It stands out as an optimal methodological choice for several 
reasons, particularly for its comprehensive and structured approach to literature review. Also, it 
aligns with the research's aim to systematically explore and synthesize domain knowledge, 
ensuring that the review is comprehensive, methodologically sound, and aligned with scholarly 
best practices. This activity is carried out through the exploration of pertinent databases, such as 
IEEE Xplore, UEL Library, CM Digital, Scopus, and Google Scholar. To compile articles that 
pertain to the subject of interest in the cybersecurity and threat modelling domain. The selection 
process is then executed and involves the utilization of keywords and filters to control the 
publication date ranging from (2018-2023) and the type of publications (Articles/Journals & 
Conferences) to identify the fundamental papers for subsequent analysis. The assessment stage 
includes the relevance of the subject, research title, type of research, date of publication, the 
content focus of the research, the research language, and author keywords. By applying these 
factors, the assessment resulted in high-quality and pertinent studies for analysis. Lastly, the 
analysis of the literature entails the scrutiny of patterns that arise among keywords, thereby 
unveiling trends, gaps, and challenges within the domain. To ensure a comprehensive review, 
specific criteria are set for searching and selecting relevant primary studies in the field of threat 
modelling and data-driven approaches for cybersecurity assurance. The research subject area and 
title should be within the context of cybersecurity threat modelling, with a preference for studies 
that highlight data-driven challenges and concerns. Peer-reviewed published journals are given 
priority as the material type, and a publication date restriction for the last five years is applied to 
ensure up-to-date information. 

3.2.2 Stage 2. Model and Tool Development 

This step focuses on the development of a novel data-driven threat modelling and analysis 
approach(d-TM). The model incorporates various activities and concepts to address challenges 
facing the industry in safeguarding their data efficiently. This stage includes the definition of the 
key components of the model, including data-levels, phases, attack layers, and actors. The 
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requirements analysis lays the foundation for the d-TM model, where the model should provide a 
holistic and comprehensive approach to data-centric threat modelling and analysis to bridge the 
gap in existing works. To achieve this activity, a conceptual modelling approach is adopted. The 
adoption of conceptual modelling in this research is fundamentally justified by its ability to 
simplify and organize complex subjects, making them more analysable. This methodology 
provides a clear framework for identifying critical components and their interactions within the 
study area, enhancing the depth and clarity of the research. In this stage, the development of the d-
TM model is conducted by understanding and analysing the requirements and expectations of the 
innovative model and tool to address research gaps and questions identified in the previous stage. 
A comprehensive conceptual model for data-driven threat modelling has been developed based on 
the outcome of the requirement analysis process. The model includes critical elements such as 
actors, threats, data, infrastructure, weaknesses, controls, and cybersecurity assurance. The overall 
objective of this conceptual model is to provide a systematic approach to facilitate the 
understanding, analysis, and management of threats to an organization’s cybersecurity posture. 
The integration of these critical elements into the model aims to provide a solid foundation for 
effective decision-making and security implementation. 

As an integral part of this research stage, a specialized tool is developed to automate the threat 
analysis process using the data-driven threat modelling (d-TM) approach. This tool aims to 
streamline and enhance the efficiency of threat analysis by leveraging the power of data-driven 
techniques and incorporating key functionalities to assist decision-makers in their cybersecurity 
efforts. The d-TM tool is designed to provide a user-friendly interface that enables organizations 
to visualize their data assets, infrastructure, and associated threats. Through interactive data 
visualization techniques, decision-makers gain a clear and comprehensive understanding of the 
cybersecurity landscape within their organization. One of the essential features of the d-TM tool 
is its capability to identify weaknesses within the organization's data assets. By analysing various 
data sources, such as configuration files and descriptive information about data asset deployment, 
the tool can identify potential weaknesses that could be exploited by threat actors. Furthermore, 
the tool incorporates a methodology to prioritize identified threats. Through a comprehensive 
analysis process, threats are evaluated based on their potential impact on business continuity, 
enabling decision-makers to allocate appropriate resources and prioritize mitigation efforts 
effectively. The d-TM tool also aims to provide customizable reporting functionalities, allowing 
decision-makers to generate detailed reports on identified threats, weaknesses, and recommended 
controls for cybersecurity assurance. These reports serve as valuable resources for informed 
decision-making and facilitate communication among stakeholders. By providing decision-makers 
with a comprehensive cyber threat analysis platform, the d-TM tool empowers organizations to 
proactively identify, assess, and mitigate threats, thereby enhancing their cybersecurity assurance. 
Finally, the development of the d-TM tool represents a significant contribution to this research, as 
it enables organizations to leverage data-driven approaches for efficient and effective threat 
analysis. The tool's functionalities, including data visualization, weakness identification, and threat 
prioritization, empower decision-makers to make informed decisions and take proactive measures 
to protect their critical assets and ensure cybersecurity readiness. 
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3.2.3 Stage 3. Model and Tool Implementation and Evaluation 

This stage aims to ensure that the model and supporting tool can accurately identify, analyse, and 
prioritize threats based on the organization's specific data context. The implementation and 
evaluation of the developed innovative d-TM model is a crucial step to assess its effectiveness and 
applicability. The evaluation of the d-TM model consists of multiple real-case scenarios that are 
carefully selected to represent diverse cybersecurity challenges faced by organizations, including 
supply-chain, healthcare, and service provider business sectors. These scenarios encompass 
various industries, data types, and threat landscapes, providing a comprehensive evaluation of the 
model's capabilities. In the context of the evaluation methodology, the research considers 
Empirical investigation methodology to conduct this activity. This methodology is one of the 
common approaches that used by scholars, and allows for the systematic collection, analysis, and 
interpretation of data directly derived from real-world observations or experiments, providing a 
robust foundation for testing hypotheses and theories. However, the use of empirical investigation 
methodology significantly strengthens the research’s contribution to the field, offering insights 
that are both credible and applicable to practical contexts. This stage incorporated two steps, 
implementation and evaluation.  

The implementation is the first activity of the research that involves bringing the proposed data-
driven threat modelling approach (d-TM) into practice. To ensure the effectiveness of the d-TM 
model, processes are designed to handle the characteristics and complexities of various data types 
present within an organization. These processes incorporate data analysis, weakness recognition, 
threat identification and mitigation. The goal is to leverage the data-driven approach to provide a 
comprehensive understanding of potential threats and their impact on the organization's 
cybersecurity assurance. Throughout the implementation process, continuous testing and 
observation are employed to ensure the applicability and reliability of the d-TM model. Real-world 
scenarios are utilized to evaluate the performance and efficacy of the model in identifying and 
analysing threats across different organizational data. By successfully implementing the d-TM 
approach and refining the processes and methodologies, this research aims to provide 
organizations with a robust data-driven model and tool for enhancing their cybersecurity 
assurance. This activity incorporates data collection, which aims to gather primary data related to 
business operations and data assets for the evaluation of the d-TM Model and tool. A combination 
of interviews and surveys with business stakeholders, cybersecurity experts, infrastructure, and 
systems professionals from various organizations should be conducted. This primary data 
collection process aims to obtain valuable insights into current business operations, types of data, 
running digital services, and infrastructure supporting business operations. 
• Interviews: Interviews are conducted by cybersecurity experts who possess in-depth 

knowledge and experience in threat modelling. These interviews provide an opportunity to 
engage in detailed discussions and gather qualitative information about their business, data, 
services running business operations and underlying infrastructure. Through these interviews, 
valuable insights are obtained regarding the organization's specific context, challenges, and 
best practices related to threat modelling. 

• Surveys: Surveys are utilized as an effective means to automate and systematically collect 
information from a diverse range of stakeholders within the organization. The surveys are 
thoughtfully designed to capture data pertaining to various aspects of the organization's 
operations, data assets, priorities, and infrastructure. By engaging a wider audience from 
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different departments within the organization, surveys provide a comprehensive understanding 
of the organization's unique perspectives, practices, and requirements for effective threat 
modelling. The collected data through surveys support a more holistic view of the 
organization's cybersecurity landscape and contribute to the development of the d-TM Model. 

The data collected through interviews, surveys plays a crucial role in informing and validating the 
d-TM Model - no personal data is collected. It provides a foundation of real-world insights, 
industry practices, and practical challenges, enabling the development of a robust and effective 
data-driven threat modelling approach. The data collection outcome involves the gathering of 
relevant data assets from organizations. These data assets may include configuration files, 
descriptive information about the data asset deployment, network diagrams, system 
documentation, and any other pertinent information related to the infrastructure and data landscape 
of the organization. These data assets serve as real-world examples for evaluating and validating 
the d-TM Model. In addition to the survey or interview collected data, the outcome of this activity 
could include supporting files, including asset configuration files, or descriptive files.  

• Configuration Files: Configuration files from data assets are collected to gain a deeper 
understanding of the technical aspects and settings of the systems and applications. These files 
provide insights into how the data assets are configured and managed within the organization's 
infrastructure. By analysing these configuration files, potential vulnerabilities and weaknesses 
can be identified, contributing to the development of robust threat models. 

• Descriptive Files: Witnessing the data asset configuration involves collecting descriptive 
information about the deployment of data assets. This can include details such as the location 
of data storage, access controls, encryption mechanisms, and data flow diagrams. By observing 
and documenting the data asset configuration, the d-TM Model can capture critical information 
about the organization's data landscape and identify potential areas of concern from a 
cybersecurity perspective. 

The next step is the evaluation process involves applying the d-TM model to various use cases, each 
case scenario is used to examine its performance in identifying and analysing threats and validate 
its applicability and usability. This includes assessing the model's ability to recognize different 
attack vectors and highlight weaknesses within the organization's data assets. In addition to the 
technical aspects, the evaluation process also considers the practical applicability of the d-TM 
model within the organization's context. This involves assessing factors such as accessibility, 
usability, scalability, and ease of implementation. This process is conducted in collaboration with 
cybersecurity experts, practitioners, and relevant stakeholders who provide feedback and insights 
based on their experience and expertise. Their inputs contribute to refining and enhancing the d-
TM model, ensuring its alignment with real-world cybersecurity challenges and requirements. By 
implementing and evaluating the d-TM model using multiple real-case scenarios, this research 
aims to demonstrate its effectiveness in addressing the unique threat landscape of organizations 
and providing actionable insights for enhancing cybersecurity assurance. The validation process 
provides evidence of the model's practical utility, reliability, and ability to assist organizations in 
making informed decisions regarding threat mitigation and risk management. Overall, the d-TM 
model validation serves as a critical step in establishing its credibility and ensuring its relevance 
and usefulness in real-world cybersecurity scenarios. 
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3.2.4 Stage 4. Research Conclusion and Confirmation 

This stage is fundamental in establishing the research's academic consistency and relevance. It 
thoroughly synthesizes the findings, ensuring they are directly linked to the research questions and 
objectives. Through a detailed comparative analysis with the d-TM model and existing literature, 
this section validates the research outcomes, highlighting both alignment and novel contributions. 
Also, This stage delineates the d-TM model and tool limitations, offering a transparent overview 
of potential biases and constraints. This critical self-assessment paves the way for future research, 
suggesting areas for further exploration and improvement. Ultimately, this section solidifies the 
research's position within the academic landscape, affirming its contribution to the field and setting 
the stage for ongoing scholarly dialogue. 

3.3 Summary 

The research methodology for developing the data-driven threat modelling (d-TM) approach 
encompasses four major stages. Firstly, the literature review provides a comprehensive 
understanding of industry challenges and limitations in cybersecurity assurance, focusing on data-
driven threat modelling. Secondly, the model and tool development formulates a framework that 
incorporates key elements such as actors, threats, data, infrastructure, controls, weaknesses, and 
cybersecurity assurance. Furthermore, a tool is developed to automate the threat analysis process, 
incorporating functionalities for data visualization, weakness identification, and threat 
prioritization. Model implementation and evaluation is the third stage which involves the 
implementation of the d-TM processes to analyse threats based on distinct types of organizational 
data. The effectiveness and applicability of the model are validated through real case scenarios, 
ensuring its accuracy in identifying and analysing threats. Lastly, the conclusion and confirmation 
stage, which concludes research findings, alignment to the research’s objectives and questions, 
contribution, limitation and future works. These stages collectively contribute to the research goal 
of providing organizations with an effective data-driven approach for cybersecurity assurance, 
ultimately enhancing their resilience against cyber threats. 
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CHAPTER FOUR: DATA-DRIVEN THREAT MODELLING 
(d-TM) 
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4.1 Introduction 

This chapter presents one of the main contributions of the thesis, the data-driven threat model (d-
TM), a novel approach that aims to analyse threats across the lifecycle of data comprehensively. 
The model provides organizations with valuable insights to guide essential management decisions 
for strengthening overall security capability and assurance. By bridging the realms of business 
operations and technology, the d-TM explores the complexities of organizational data in a 
systematic manner. The primary objective of this model is to empower business stakeholders with 
the requisite understanding of data and associated threats to make informed decisions for ensuring 
the continuous operation and security of their business. 

 

4.2 d-TM Requirements  

To achieve the intended objectives of developing a new threat analysis approach, certain 
requirements must be considered when developing the proposed d-TM model. These requirements 
are essential to ensure the functionality and efficiency of the model. The development of the d-TM 
model requirements was meticulously informed by the overarching research objectives, aimed at 
innovating a data-driven threat modelling approach to enhance cybersecurity assurance within 
organizations. Each requirement was crafted to align closely with these objectives, ensuring a 
targeted and functional model that addresses the specific needs identified through initial research 
phases. The main model requirements are outlined as follows: 

o Requirement 1: The d-TM model shall enable users to systematically catalogue and assess 
assets and services within an organizational context, serving as a foundational step for 
subsequent threat analysis. 

o Linking to Objectives(Traceability): Objective.1 and Objective.2 

o Measuring Factor: the total number of assets and services identified within the 
organizational context. 

o Requirement 2: The d-TM model shall delineate and employ a conceptual framework that 
encapsulates key concepts pertinent to threat analysis and management, ensuring a 
structured approach to identifying and addressing potential threats. 

o Linking to Objectives(Traceability): Objective.2 and Objective.3 

o Measuring Factor: through the completeness and applicability of the conceptual 
model in capturing data-related threats in real-world case scenarios. 

o Requirement 3: The d-TM model shall possess the capability to anticipate and map out 
potential weakness and their corresponding threats through a comprehensive analysis, 
leveraging the defined data abstraction and phases to ensure a thorough threat landscape 
overview. 

o Linking to Objectives(Traceability): Objective.2 and Objective.3 

o Measuring Factor: by the model's ability to systematically uncover and articulate 
potential weaknesses and associated threats using real-word case scenarios. 
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o Requirement 4: The d-TM model shall integrate and utilize established security 
frameworks and knowledge bases, such as MITRE's Common Weakness Enumeration 
(CWE) and Common Attack Pattern Enumeration and Classification (CAPEC), to enrich 
and validate the threat analysis process. 

o Linking to Objectives(Traceability): Objective.2 

o Measuring Factor: by the integration and effective utilization of established security 
frameworks like CWE and CAPEC in threat analysis. 

o Requirement 5: The d-TM model shall be adept at identifying and evaluating threats 
across various layers of organizational infrastructure and the relevant actors, utilizing the 
defined data abstraction and phases to facilitate a comprehensive threat analysis. 

o Linking to Objectives(Traceability): Objective.2 and Objective.3 

o Measuring Factor: by the model's capability to define and adopt various threat 
layers and actors, contributing to a nuanced threat landscape overview. 

o Requirement 6: The d-TM model shall systematically identify potential mitigation 
strategies and select the most suitable controls for addressing identified threats, ensuring 
the effectiveness and relevance of the response measures. 

o Linking to Objectives(Traceability): Objective.2 and Objective.3 

o Measuring Factor: by the model’s ability to propose relevant and practical controls 
for threat mitigation. 

o Requirement 7: The d-TM model shall assess and verify the proposed controls, ensuring 
they provide the intended security assurance against identified threats. 

o Linking to Objectives(Traceability): Objective.2 and Objective.3 

o Measuring Factor: by the model's ability to evaluate and confirm the security 
assurance provided by the selected controls. 

o Requirement 8: The d-TM approach shall be supported by an automated tool that 
streamlines the threat analysis process, enabling efficient and accurate derivation of 
analysis details and recommended controls. 

o Linking to Objectives(Traceability): Objective.2, Objective.3 and Objective.4 

o Measuring Factor: by the tool's ability to automate the threat analysis activities and 
mitigation for enhancing the model's applicability and efficiency. 

o Requirement 9: The d-TM tool shall offer visualization capabilities such as DFD to depict 
all underlying services and assets, enhancing the understanding and analysis of the threat 
landscape from a data abstraction and phases perspective. 

o Linking to Objectives(Traceability): Objective.1, Objective.4 
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o Measuring Factor: by the tool's visualization capabilities, specifically its ability to 
accurately depict services and its underlying assets interconnectivity using DFD in 
the context of threat analysis. 

o Requirement 10: The d-TM tool shall visualize identified weaknesses, threats and their 
criticality to business, utilizing the defined data abstraction and phases to present a holistic 
threat analysis. 

o Linking to Objectives(Traceability): Objective.2 and Objective.4 

o Measuring Factor: by the tool's ability to visually represent various identified 
weaknesses, potential threats and their criticality, facilitating informed decision-
making. 

o Requirement 11: The tool shall automatically assess and quantify the threat level for each 
identified threat, integrating with open intelligence and common security knowledge bases 
for a comprehensive threat context. 

o Linking to Objectives(Traceability): Objective.2 and Objective.4 

o Measuring Factor:  by the relevance of the automated threat level calculations and 
their alignment with security open intelligence. 

o Requirement 12: The tool shall autonomously evaluate and report the assurance level of 
the identified mitigation strategies, ensuring that the recommended controls effectively 
address the identified threats. 

o Linking to Objectives(Traceability): Objective.2 and Objective.4 

o Measuring Factor:  Measured by the tool's capability to automatically determine 
and report the assurance levels of identified mitigation strategies, ensuring their 
effectiveness. 

4.3 d-TM Fundamental Pillars 

This section presents the main essential concepts used for the proposed d-TM. The proposed d-
TM is based on a number of pillars, which provide the foundation for developing the threat 
assessment and management approach. Figure 4.1 depicts the d-TM pillars from a holistic 
perspective from the data level and phases for common security knowledge through threat layers 
and threat actors. The research discussed a number of pillars; that equip the d-TM model with the 
required tools that advance the threat analysis process and address the research objectives as well 
as the gap to existing works. As a result of the LR for academic and industry reports in threat 
analysis and modelling, the data-driven approach is overlooked(Pillar 1). Furthermore, developing 
data-driven approach necessitates the need for supporting concepts, such as data threat actors 
(Pillar 3), data threat layers – attack surfaces(Pillar 2), and lastly, to support the research objective 
in automating d-TM process, data threats and underlying weaknesses knowledgebase (Pillar 4) is 
provided to empower the threat assessment process with up-to-data intelligence and consistency 
in weakness and threat definition. However, The d-TM Pillars consider Data varieties, and their 
existence in organizational technology. In addition to, the potential threat actor and up-to-date 
weakness, controls, and threat-related, surface and knowledgebase. The proposed d-TM is 
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developed based on Four pillars(Data levels, Threat Actors, Threat Layers, and Common 
Knowledgebase), which provide the foundation for threat assessment and management approach 
to d-TM. 

 

 
 

Figure 4.1. A high-level overview of d-TM. 

Pillar 1:  DATA LEVELS AND PHASES 

The d-TM model acknowledges the significance of comprehending distinct types of data 
throughout its lifecycle. It categorizes data into three abstraction levels: management, control, and 
business(Alwaheidi and Islam, 2022). Each level encompasses three distinct phases of data: at rest, 
in process, or in transit. These abstraction levels hold equal importance, as an attack can directly 
or indirectly impact the business through any of these levels. The rationale behind incorporating 
abstraction levels and phases in d-TM is to ensure the security of data regardless of its location or 
status within the digital infrastructure. Furthermore, the risk is shared among these levels, where 
compromise at one layer could potentially escalate to another. For instance, if an attacker manages 
to steal authentication credentials (management data) of a particular asset, it can gain unauthorized 
access to the asset and compromise its functionality (control data), leading to the unauthorized 
transfer of business data. Figure 4.2 depicts a visual representation of the data levels within a 
digital infrastructure from the d-TM perspective, illustrating their interrelationships and a holistic 
view of how data flows and is processed within an organization's technological ecosystem. 
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Figure 4.2. Data-levels at digital systems 

The Figure illustrates a sequential relationship between data levels, notably from management to 
business. This sequence begins with the management data, followed by control data, and 
culminates with business data. To illustrate, consider the example of a newly acquired digital asset, 
such as a network router, which initially lacks any data or configuration. The initial step involves 
an administrator, referred to as the "business operator," accessing the router through management 
data-level, which includes credentials like the administrator's username, password, and IP address. 
Following this, the administrator configures the device to support its functionality by setting up 
dependent assets or services, such as DHCP server, DNS server, and APIs calls. The data 
associated with these configurations is termed as control data-level. Finally, once the device is 
configured and connected to the requisite services. In our case a network router, is capable of 
handling and processing business data-level, which is generated by business users. In summary, 
the lifecycle of data within any digital asset progresses from management to control, and ultimately 
to the stage where the asset is prepared to store, process, or transmit business data. This progression 
underscores the hierarchical nature of data handling within digital systems, emphasizing the 
foundational role of management data in enabling the subsequent layers of control and business 
data. The d-TM data level and phases are identified as follows: 

• Level 1. Management Data:  

This level represents data associated with system administration, including identity and access 
management. It involves administrators initiating data to access systems for various administrative 
activities (Admin-to-System). This data may include authentication details, authorization 
protocols, and access privileges. Ensuring the security of infrastructure management access is 
crucial, as compromising this layer is often the primary objective of attackers(Harris et al., 2019). 
For example, stealing login credentials grants attackers superior control over computing or 
network devices. Management data is utilized for authentication and authorization purposes to 
access system functions (control data). The access can be user-based or system-based, employing 
various mechanisms such as SSH, Telnet, FTP, HTTP/s, Netconf, etc. Management data is 
vulnerable to attacks like brute force attacks, privilege escalation, session hijacking, and more. 

• Level 2. Control Data:  

This level encompasses data related to system functionalities and the exchange of data between 
systems to support business operations (System-to-System). Control data may include routing 
information, statistical updates, application inquiries, or configuration updates. It facilitates the 
sharing of data between systems, such as business-related information. For instance, applications 
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utilize Application Programmable Interfaces (APIs) for system-to-system information exchange, 
and network routers rely on protocols like Border Gateway Protocol (BGP) to exchange routing 
information. Control data is susceptible to various threats, depending on its presentation in the 
environment, whether local or remote. Insecure practices related to control data can result in 
significant network compromises. For instance, the absence of secure configurations for 
controlling information exchange between systems can introduce rogue information, leading to the 
manipulation or exfiltration of business-related data. Control data is vulnerable to threats like Man-
in-The-Middle (MITM) attacks. 

• Level 3. Business Data:  

This level encompasses data directly related to an organization's business services (User-to-
System). Business data is critical and runs on software systems that can be compromised if an 
attacker gains unauthorized access to control or management data. For example, in a network 
device, business data resides in the data plane, which receives instructions from the control plane 
regarding actions to be applied to specific traffic at specific times. If the control plane is 
compromised, the business data could be redirected to the attacker's system. Business data is 
susceptible to attacks that can disrupt business continuity, such as Distributed Denial-of-Service 
(DDoS) attacks. Figure 4.2 provides a high-level representation of the data levels within a digital 
infrastructure. 

The understanding of data levels and phases within an infrastructure asset is succinctly 
summarized in Figure 4.3. It is important to note that data, as operated by assets, relies on three 
key components: the processor, memory, and input/output. At any given time, data can be in 
various states aka phases in the d-TM model, corresponding to different data levels. The figure is 
leveraged by colure coding style to show clarity, such as Red for data in transit, Green for data at 
rest, while Yellow represent data in use. For instance, if business data is at rest(green), that mean 
data is stored in asset memory(green), which is not processed by asset processor (yellow) nor 
transmitted over input/output interface(red), i.e., network interface.  

 
Figure 4.3.  Data levels and phases 
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The data phase plays a pivotal role in demonstrating the state of the data at each level, namely at 
rest, in process, and in transit(Ullah et al., 2018). Regardless of the phase, data must be protected 
at all levels within its lifecycle. Leading organizations, as highlighted by Westervelt (2020), 
recognize the importance of evaluating existing security controls to safeguard data at rest, in 
process, and in transit. 

• Phase 1 of the data lifecycle refers to data at rest, representing its initial and final state. 
During this phase, data is created and stored in local or remote storage, awaiting further 
processing or transmission. Data at rest is particularly vulnerable to cyber threats and 
unauthorized access. Safeguarding data at rest is crucial to prevent sensitive information 
from being leaked or stolen. Effective measures to protect data at rest include implementing 
robust network security, employing strong encryption techniques, continuously monitoring 
networks and infrastructure for suspicious activities, and diligently identifying and 
addressing potential vulnerabilities within the system and applications. 
 

• Phase 2 of the data lifecycle involves data in process, which refers to temporary data 
stored in memory and utilized during the execution of an application. While not inherently 
suspicious, this data can be manipulated by rogue services, indicating a potential security 
breach. Unauthorized access to system resources, employing advanced persistence threats 
like Stuxnet (Baker et al., 2011), DuQu, Flame (Bencsáth et al., 2012), or side-channel 
attacks (Abdulghani et al., 2019) can compromise the integrity of in-process data. As the 
volume of data grows and more platforms access it, ensuring the security of in-process data 
becomes increasingly vital. 
 

• Phase 3 of the data lifecycle pertains to data in transit, which encompasses data that 
traverses between systems via computer networks. Data in transit is highly susceptible to 
security risks, particularly when transmitted over insecure channels or through application 
programming interfaces (APIs) that enable inter-application communication. Safeguarding 
data in transit is of utmost importance, irrespective of the growing regulatory focus on data 
protection. A data breach during this phase can have severe repercussions for a business, 
including the exposure of sensitive data, reputation damage, and financial 
penalties(Berecki, 2019). 
 

In summary, the consideration of data levels and phases in the d-TM model enables organizations 
to adopt a comprehensive approach to threat analysis. By recognizing the significance of protecting 
data at rest, in process, and in transit, businesses can fortify their defences and mitigate potential 
risks associated with each phase of the data lifecycle. 
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Pillar 2:  THREAT LAYERS 

The d-TM (Data-Driven Threat Model) offers a threat analysis approach based on a generalized 
model of information technology organizational architecture. Organizations may adopt various 
technologies that suit their specific needs, such as networks, computers, and more. However, as 
technology continually evolves to offer greater functionality, flexibility, and business support, the 
threats and weaknesses also vary based on the chosen technology. Therefore, the threat analysis 
technique should be adaptable enough to handle diverse technology types. To address this, the 
proposed technique is built on a tier-based approach, enabling organizations to assess threats to 
data at any point in the infrastructure, regardless of data location. 

In the d-TM model, each layer is designed to be intricately linked to organizational IT roles and 
response capabilities. For example: 

• The Application Layer involves developers. 
• The Compute Layer is managed by system administrators. 
• The Network Layer is handled by the network team. And so on. 

d-TM identifies five layers, each of which represents a potential attack surface. These layers 
illustrate the path of data flow from users to data stores and vice versa, and they are interconnected. 
Any vulnerability in these layers can lead to business disruption and data compromise. 

• Agent Layer: This layer provides insight into the tools used by d-TM actors to access data 
or services, such as web browsers. Compromised or vulnerable web browsers pose 
significant threats to organizational data. Sensitive information like session details, 
encryption keys, or saved credentials could be exposed through rouge software/plugins or 
network attacks like Man-in-The-Middle (MITM) attacks. Securing the user agent is 
crucial, especially if the user has administrative access, as data compromise at this level 
could lead to a system takeover through stolen admin credentials. 

• Network Layer: This layer identifies devices that interact with data before it reaches the 
business service or technology. It includes physical or virtual routers, switches, or load 
balancers. Business data is in transit at this stage and could be impacted by configuration 
manipulations that lead to data leakage. Attacks may come from external actors or even 
internal system admins due to misconfigurations. The network layer is eventually 
connected to the compute layer, which hosts the business application. 

• Compute Layer: The compute layer represents the platform, software, or operating system 
that hosts the business application. It can involve virtual machines or container technology. 
Each computing technology requires individual assessment to ensure security. 
Manipulation in hosting OS services could disrupt all installed applications, guest VMs or 
containers. Once data is received by the compute layer, it proceeds to the application layer 
for processing. 

• Application Layer: At this stage, data moves from transit to the process phase. The 
application layer is exposed to various threats due to its direct interface with internal and 
external networks. Unlike the compute or network layer, which does not interact directly 
with business users, the application layer is more susceptible to potential attacks. 
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• Storage Layer: This layer represents the final destination for data, where it is stored from 
the process phase to the at-rest phase. Storage can be local (attached disks) or remote 
(network storage). When data is stored in remote storage, threats during data transition or 
while being processed in network storage exist. Organizations must consider data location 
and security at every stage of the infrastructure and data lifecycle. 

The d-TM approach allows organizations to adopt a holistic view of their data-driven threat 
landscape, enabling them to assess vulnerabilities and implement effective security measures at 
each layer of their infrastructure. By understanding and securing each layer, businesses can better 
protect their valuable data assets and maintain the continuity of their operations in the face of 
evolving threats. 

Pillar 3. THREAT ACTORS 

In the context of d-TM (Data-Driven Threat Model), the term "actor" refers to any human or 
machine attempting to gain access to an organization's digital resources. These actors may be 
authorized or unauthorized, and their intentions can range from benign to malicious. Furthermore 
In the context of data abstraction levels, where data is processed, stored, or transmitted by an asset, 
we identify three principal actors that interact with the asset: the business user, the business 
operator, and the business-relevant system. Each actor engages with the asset in distinct ways and 
possesses the potential to influence the asset's functionality, thereby posing potential threats to 
data. These actors are delineated based on their interaction modalities with the asset, which range 
from direct operational control to indirect system interactions. Understanding the roles and 
potential impact of these actors is crucial for assessing and mitigating risks associated with data 
within an organizational framework. The approach considers four types of actors: 

• Business-User: This type represents any legitimate human user accessing the 
organization's resources with the aim of benefiting from specific services. 

• Business-Operator: Business Operators are legitimate human users who have access to the 
organization's resources for administrative tasks, such as updating, maintaining, or 
troubleshooting. 

• Business-System: Business-Systems include any services, processes, or technologies that 
are legitimately connected to, or capable of connecting to, the organization's resources to 
support business or administrative functions. Examples include Internet of Things (IoT) 
devices. 

• Threat-Actor: Threat-Actors represent any of the three previously mentioned actors (user, 
operator, or system) with the intent of abusing or disrupting business operations or gaining 
illegitimate access to sensitive data. 
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In the d-TM approach, actors play a significant role in the threat analysis process, whether they 
are internal or external to the business. Depending on the actor's characteristics and intentions, the 
company can identify potential attack scenarios that could disrupt the business. For example, if a 
threat actor manages to acquire the privileges of a business asset operator with access to critical 
organizational assets, the risk level could be significant, potentially leading to asset takeover and 
data infiltration. On the other hand, if the threat actor only possesses the access rights of a regular 
business user, the real threat may not be as severe. 

The core concepts in the threat analysis technique of d-TM involve threat layers and actors in 
relation to data levels. Figure 4.4 illustrates a comprehensive understanding of these three 
concepts, providing a valuable framework for organizations to assess their threat landscape, 
identify potential vulnerabilities, and implement appropriate security measures at each data level 
and actor category. By incorporating the actor perspective into the analysis, d-TM enables 
organizations to develop targeted and effective strategies for safeguarding their digital resources 
and mitigating potential risks posed by various actors in their environment. 

Figure 4.4.  d-TM Data levels, layers and actor representation 

 

Pillar 4. COMMON SECURITY KNOWLEDGE BASE(Kb)  

In the context of d-TM (Data-Driven Threat Model), conducting a thorough threat analysis requires 
the utilization of various techniques. d-TM advocates incorporating three widely used knowledge 
bases: MITRE CWE (Common Weakness Enumeration) for weaknesses, MITRE CAPEC 
(Common Attack Pattern Enumeration and Classification) for threats, and NIST SP 800-53 for 
threat controls. 

CAPEC serves as a valuable resource for organizing knowledge about adversary behaviour, 
focusing on specific uses for system and application security. It outlines typical approaches and 
properties that attackers employ when exploiting security weaknesses in cyber-enabled 



60 
 

capabilities. Examples include techniques like clickjacking and session fixation. By leveraging 
CAPEC, d-TM can better understand attacker perspectives, standardize countermeasures, and 
regulate security advancements to combat these attacks effectively. 

Similarly, the Common Weakness Enumeration (CWE) knowledge base aids d-TM in creating a 
collection of security weaknesses in software and hardware. CWE provides essential information 
to comprehend the nature of flaws within a system. By utilizing CWE, d-TM gains the ability to 
govern recognized weaknesses and establish knowledge boundaries. Threats and weaknesses can 
then be connected, classified, and compared for any given system using CAPEC and CWE IDs, 
while also obtaining information on impact, mitigation, and associated dependencies. The last 
knowledge base is NIST SP 800-53 publications which are also embraced by d-TM, offering a 
comprehensive reference for a diverse set of controls to enhance the organization's cybersecurity 
posture. 

• Kb1. CAPEC 

In adopting CAPEC, this knowledgebase identifies and categorizes attacks based on six domains: 
Software, Hardware, Communication, Supply Chain, Social Engineering, and Physical Security. 
Each domain includes a list of attacks with relevant information such as related weaknesses, 
execution flows, prerequisites, and consequences. d-TM considers all these domains when 
working with organizations and data that may be linked to them. Furthermore, the attacks within 
each domain are categorized into three types of levels: Meta, Standard, and Detailed attack 
patterns. Meta-level serves as a top-level category, followed by Standard and Detailed patterns 
that offer specific information about threats. 

While CAPEC focuses on categorizing threats based on its domains, d-TM expands its scope by 
considering the organization's infrastructure, including agents, networks, computes, applications, 
and storage, as potential targets. Table 4.1 represents the mapping of d-TM to CAPEC attack 
domains, considering the applicable CAPEC domains within the d-TM model. For example, 
"Compute," as one of d-TM's infrastructure elements, may be threatened by attacks related to 
Software, Hardware, Communication, Supply Chain, and Physical Security. However, Social 
Engineering attacks are not applicable to Compute, as they target people rather than the 
infrastructure. 

d-TM Asset 
Layers 

CAPEC Domains 

Software Hardware Communication Supply 
Chain 

Social 
Engineering 

Physical 
Security 

Agent Ö  Ö Ö Ö  
Network Ö Ö Ö Ö  Ö 
Compute Ö Ö Ö Ö  Ö 

Application Ö  Ö Ö   
Storage Ö Ö Ö Ö  Ö 

Table 4.1. Mapping CAPEC domains to d-TM infrastructure categories 

• Kb2. CWE  

In the context of d-TM (Data-Driven Threat Model), it is crucial to consider the overall weaknesses 
within the infrastructure and system when analysing threats. There are two main methods widely 
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used for determining weaknesses: CWE (Common Weakness Enumeration) and CVE (Common 
Vulnerabilities and Exposures). d-TM advocates using CWE over CVE for several reasons: 

• Easy understanding for non-experts: 

CWE is more easily digestible for both technical and non-technical security practitioners, 
including developers, system administrators, trainers, and business management. On the 
other hand, CVE focuses on specific codes, versions, and products, which can be complex 
for non-experts to comprehend. CWE allows organizations to understand their specific 
weaknesses rather than only common vulnerabilities. 

• Lack of exploitation evidence by CVE: 

CVE provides limited exploitation information about vulnerabilities. CWE, on the other 
hand, provides the root cause and necessary traces behind vulnerabilities, enabling 
proactive investigation and prediction of vulnerabilities before exploitation occurs. 

• Focus on vendor-specific products: 

CWE offers a wide range of error coverage compared to vulnerabilities that are specific to 
particular products and versions. Stakeholders in a system might only focus on publicly 
announced vulnerabilities without addressing the underlying weaknesses that could lead to 
such mistakes. CWE is widely adopted by major multinational tech companies, making it 
a comprehensive and industry-supported choice. 

• Lack of proactive analysis of security vulnerabilities: 

Assessing weaknesses using CWE is a proactive approach to identifying errors in a system 
during early development stages or afterwards. On the other hand, CVE focuses on 
vulnerabilities in already-built commercial or open-source software. d-TM emphasizes 
CWE to provide organizations with oversight of potential weaknesses that could result 
from human or software errors at any stage, including operation and early development. 

• Kb3. NIST SP 800-53 r5 

Regarding security controls, d-TM looks to NIST SP 800-53 revision 5 as a reference for threat 
mitigation. NIST, along with ISO, is widely adopted for providing information security. NIST SP 
800-53 offers a more comprehensive set of controls compared to ISO/EC 27002, with ISO controls 
being a subset of NIST controls. Therefore, d-TM adopts NIST to provide organizations with 
broader coverage for compliance requirements. Moreover, NIST SP 800-53 revision 5 is the most 
recent version, released in 2021, compared to the 2013 version of ISO 27002. Additionally, NIST 
publications are available to the public, while ISO charges for its publications. 

4.4 Conceptual View of d-TM 

The conceptual view of d-TM is based on a holistic understanding of data and its surrounding 
environment. The model incorporates several relevant concepts for threat analysis, considering 
data from three different abstraction levels. It offers a comprehensive analysis of each layer 
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involved in the data lifecycle and examines attacks by defining multiple attack surfaces and 
potential threat actors aligned with modern organizational operational layers. 

The proposed d-TM model, depicted in Figure 4.5 that combines all concepts to support threat 
assessment and management is based on specific conceptual relationships and clearly defined 
attributes. Threat modelling and definition within this model consider the specific organizational 
data. The foundational concepts of d-TM are explained in detail in previous sections; however, it 
is summarized in this section as follows: 

Data: Recognizing the importance of data in the threat modelling process, the model places 
significant emphasis on understanding and analysing distinct types of data within the 
organization. The data element is further refined to focus on three abstraction levels of 
data: management, control, and business. Additionally, it considers the divergent phases of 
data: at rest, in process, and in transit. This granularity allows for a comprehensive analysis 
of data throughout its lifecycle and provides a more detailed understanding of potential 
vulnerabilities and threats. 

Actor: Understanding the actors within the organizational context is paramount in threat 
analysis. It allows for the identification of vulnerabilities and potential weaknesses that 
could be exploited by threat actors. Moreover, recognizing the motivations and behaviours 
of these actors is essential in developing effective security controls and responses. The 
conceptual model considers three actors within the organizational context, as illustrated in 
the d-TM foundation pillars. The actor could be a business user, operator, or system; any 
of these actors could be a potential threat actor. However, the Actor represents the users of 
the data, which can be business or operation oriented.  

Asset: Represents any hardware or software utilized by the organization to access or 
operate underlying business services. Assets are categorized into five types: agent, 
network, compute, application, and storage. Agents assist users or administrators in 
accessing business assets, while the network provides visibility on devices facilitating 
access to organizational services. Compute and Storage assets define application hosting 
environments and data storage locations, respectively. 

Threats: Refers to the potential of performing malicious acts that could harm the 
organization's infrastructure or data, exploiting weaknesses within the system. These 
weaknesses could be related to code, configuration, or architecture flaws in the system. 
The model defines several types of threats based on common security knowledgebase that 
organizations may encounter, including both known and emerging threats. It considers 
factors such as unauthorized access, data exfiltration, malware attacks, social engineering, 
and other malicious activities that can compromise the confidentiality, integrity, and 
availability of organizational data. 

Mitigation: The d-TM model considers determining appropriate control as a part of the 
threat analysis process. Where the controls are determined to mitigate the identified threats, 
these controls represent a set of policies, procedures, techniques, or technology designed 
to reduce or eliminate the impact of cyber threats on the organization. Moreover, the model 
incorporates cybersecurity assurance as a key objective, driving the analysis and evaluation 
of determined threat controls. 
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Assurance: In the context of the analysis of the d-TM threat, the term "Assurance" denotes 
the extent of certainty regarding the implementation of security controls within an 
organization with the purpose of effectively minimizing potential threats. This allows 
organizations to acquire knowledge regarding the strengths and weaknesses of said security 
controls and make well-informed decisions aimed at enhancing their cybersecurity posture. 
The notion of assurance plays a significant role in this regard. Within the d-TM threat 
mitigation approach, assurance is provided by means of evaluation criteria for determining 
controls using various factors, distinguishing it from other approaches that solely aim to 
provide a list of potential controls for mitigating threats, without guaranteeing the 
effectiveness of said controls in mitigating the given threat. Nonetheless, d-TM undertakes 
an evaluation of the suitability of the suggested mitigation control, which evaluates the 
efficacy of security controls by taking into consideration three evaluation criteria: 
Completeness, Effectiveness, and Complexity. Control assurance instils confidence in an 
organization's cybersecurity mitigation strategy.  

 

 
Figure 4.5. d-TM conceptual model 

For instance, An organization provide a remote technical support services, relying on helpdesk 
platform as a business service to file a technical support cases. In such scenario as shown in figure 
4.6, the conceptual model components can be presented and initiated as an Actor need to access 
helpdesk portal, using an agent which is a web browser for accessing the helpdesk portal. The 
agent exchanges data over networking assets i.e., switches that facilitate access to an application 
that is hosted on compute(server). The data could be stored in locally attached storage or remotely 
in network storage. Each of these assets could store, process or exchange data at any time, while 
data is categorized to three distinct types, specifically management data, control, and business. on 
other hand, the threat assessment diligently examines weaknesses within each data asset, as these 
weaknesses have the potential to jeopardize the security of data at various levels and stages. To 
bolster security assurance, it is imperative not only to identify these threats but also to take 
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proactive measures to mitigate them effectively. By comprehensively understanding the landscape 
of data vulnerabilities and strategically implementing security controls, organizations can fortify 
their defences and enhance the overall assurance of cybersecurity for their business operations. 

  

Figure 4.6. Example showing d-TM model components 

 

4.5 d-TM Process 

The process methodology used for threat analysis in the d-TM model comprises four main 
phases: data collection, data analysis, threat analysis, and threat mitigation. These phases are 
designed to leverage d-TM concepts and are critical in identifying, assessing, and managing 
threats effectively. Data Collection In the initial phase, relevant data is gathered to gain a 
comprehensive understanding of business processes, services, and assets. This data serves as 
the foundation for the threat analysis process of the d-TM model. Data Analysis, once data 
assets and services information are collected, this phase involves a thorough analysis of the 
data assets to determine data levels and phases that are used as a foundation for the next stages. 
Also, at this stage, the DFD of organizational infrastructure is constructed. The DFDs help 
identify the interconnections and relationships between infrastructure elements, providing 
insights into potential vulnerabilities and data access points. Threat Analysis: In this crucial 
phase, the identified assets and data are subjected to a comprehensive evaluation for 
weaknesses and related threats. The threat analysis process includes examining each asset and 
its associated data for potential weaknesses, which are then matched with known threats from 
the d-TM threat database. The identified threats are then prioritized based on their potential 
impact on business data. Threat Mitigation is the final phase that focuses on developing 
appropriate controls to address and reduce the prioritized threats. These controls are carefully 
selected based on their effectiveness in mitigating specific threats. The controls are also 
evaluated to ensure cybersecurity assurance for the organization. Figure 4.7 provides an 
overview of the d-TM approach, outlining the requirements, stages, and outcomes. 
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Figure 4.7. An overview diagram of the Data-driven threats analysis approach. 

The sequential nature of these phases ensures a methodical and well-structured approach to 
threat analysis. The insights gained from each phase contribute to the development of a 
comprehensive threat profile table, consolidating all the information obtained throughout the 
analysis. By following this systematic methodology, organizations can proactively identify and 
address potential threats, strengthening their cybersecurity posture and safeguarding their 
valuable data assets.  

The d-TM model is conducted using multiple activities, and each activity consists of a number of 
steps. Table 4.2 illustrated the d-TM four main activities, where each activity consists of two steps 
to achieve the intended threat activity process. The table also describes each activity pre-requests 
and the technique incorporated to extract the results. Furthermore, the table defines the intended 
stakeholder's role in participating in this activity, as well as the expected outcome of this activity. 
However, Within the scope of the research objectives, the four distinct activities constitute the 
integral components of the comprehensive automation process for threat analysis. Each activity, 
along with its subsidiary processes, is subjected to automation, with the intricacies of this 
procedure meticulously delineated in the forthcoming Chapter 5. This structured approach ensures 
a seamless and efficient progression towards a fully automated threat analysis system.   
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Activity Steps Pre-Requisites Technique/Method Role Output 
Activity 1 

Data collection  
1.1 Understand Business 
Processes and Services 

Organization business 
stakeholders’ contact 
information, roles, and 
responsibilities 

interviewing business 
stakeholders 

Organization’s 
Business Stakeholders  

List of high-priority 
business processes 
and related service 
functionalities 

1.2 Understand Business 
Infrastructure Asset  

Organization technical 
stakeholders’ contact 
information, roles, and 
responsibilities 

Interviewing technical 
stakeholders and 
collecting asset 
inventory, designs, 
configurations, logs 

Organization’s 
technical stakeholders 

Prioritized service 
Infrastructure 
components and 
operational data  

Activity 2 
Data Analysis 

 

2.1 Identify and Extract Data-
levels and phases 

Infrastructure assets 
and operational data 

Extracting asset 
operational data 
relevant to d-TM three 
data-levels and phases 

Security Analyst Relevant asset 
operational data 
mapped to d-TM 
data-levels and phases 

2.2 Construct a Data-flow 
Diagram 

Details of services and 
infrastructure 
components  

Use the DFD model to 
represent business 
services along with 
supporting 
infrastructure 

Organization’s 
technical stakeholders 
and Security Analyst 

Presentation of 
business services in 
reference to d-TM 
using DFD format 

Activity 3  
Threats Analysis  

 

3.1 Identify Weaknesses and 
Associated Threats  

Assets operational 
data supporting 
services and threats 
dictionary 

Analyse operational 
data with the aid of 
CWE and CAPEC 
catalogue 

Security Analyst A list of potential 
weaknesses and 
threats targeting each 
d-TM data-level 

3.2 Prioritize Threats List of identified 
threats and relevant 
weaknesses 

Use of d-TM scoring 
system to rank threats 

Security Analyst Prioritized list of 
threats 

Activity 4   
Threat Mitigation 

4.1 Determine Controls  Identified threats and 
weaknesses 

Use of the NIST 
catalogue to find 
suitable controls 

Security Analyst list of applicable 
controls to each threat 

4.2 Determine Assurance-
level  

Identified controls Use of d-TM scoring 
system to rank control 
assurance 

Security Analyst Assurance levels of 
each identified 
controls 

Table 4.2. Summary of d-TM Activities 
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Activity 1. DATA COLLECTION  

This phase collects data relating to the organizational digital services and business logic and 
develops an inventory of the organization’s infrastructure assets and related data to provide a 
thorough understanding of critical business services and supporting infrastructure assets. It 
consists of two steps. 

Step 1.1.  Understand Business Processes and Services 

In this initial step, the focus is on identifying the business context, which encompasses the 
organization's main objectives, such as retail business, financial services, healthcare, etc. 
Underlying activities, known as Business Processes, are then recognized, and these processes aim 
to help the organization achieve its business objectives. Examples of business processes include 
sales, purchasing, marketing, and logistics. 
 
Supporting these processes are digital services, referred to as Business Services, which enable the 
smooth execution of business processes. These digital services may include sales systems, 
marketing systems, HR systems, and more. Additionally, there is Business Infrastructure, which 
represents the cyber assets responsible for running the digital services, as illustrated in Figure 4.8. 
Examples of business infrastructure assets are servers and switches.  

 

 
Figure 4.8. Business, services and infrastructure relationship mapping  

Security analysts need to have a clear understanding of the business context and its underlying 
logic. To achieve this, collaboration and participation of various organizational stakeholders are 
crucial. This involves engaging with business decision-makers, systems architects, software 
developers, security administrators, and others. 

The process of understanding the business context, processes, and supporting services involves 
conducting two levels of interviews: the strategic level and the operational/technical level. 
Strategic-level interviews target business decision-makers to identify business context, processes, 
and their priorities towards business continuity planning. On the other hand, technical-level 
interviews target the operational team to gain insights into business operational processes, digital 
services, and infrastructure. 
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Figure 4.9. Business interview levels 

The ultimate goal of this step is to define the business logic, outlining essential business processes, 
digital services, and the relevant infrastructure. Each functional process in the organization is 
supported by one or more digital services and corresponding infrastructure. The criticality of each 
selected service is assessed during the security analysis. The categorization of identified services 
in the threat analysis process is as follows: 

• High (H): Represents mission-critical services that offer core functions to the business. The 
organization cannot function without these services. 

• Medium (M): Represents supporting services to core functions where business interruption 
is limited and short-lasting. 

• Low (L): Represents services that provide support to fundamental functions and allow the 
organization to operate with minimal effect for an extended period. 

• Non-critical (NC): Represents services that support the business but do not directly 
influence core functions, such as a customer satisfaction system. 

By carefully understanding and categorizing these business processes and services, the threat 
analysis process can focus on the most critical areas, enabling effective security measures to 
safeguard the organization's valuable assets and data. 

Step 1.2.  Understand Business Infrastructure Assets 

During this critical phase, the focus is on identifying and comprehending the infrastructure assets 
that play a pivotal role in supporting each critical service. The assets are carefully classified based 
on their type, management techniques, and inherent dependencies. To achieve this, the process 
actively involves technical experts by conducting interviews and gathering critical design 
materials. These interviews provide valuable insights into the technical aspects of the process, 
providing a deeper understanding of the system's architecture, requirements, and potential gaps. 
This holistic approach involves obtaining crucial information, such as system architecture, 
configuration files, logs, and other pertinent details. 

The primary objective of this step is to empower security analysts to identify and assess the 
infrastructure components that are instrumental in supporting prioritized business functions. For 
this purpose, three properties are particularly considered for asset valuation: 



69 
 

• Asset Type: This property involves gathering essential information to characterize each asset, 
such as its name, model, and other relevant details. Additionally, to facilitate a comprehensive 
understanding of the assets, each of them is mapped to one of the five d-TM layers, which are 
as follows: 

➢ Agent (Agt) 
➢ Network (Net) 
➢ Compute (Cmp) 
➢ Application (App) 
➢ Storage (Stg) 

 
Table 4.3 provides a detailed overview of the information provided by this property, streamlining 
the categorization and comprehension of the various infrastructure assets within the organization.  

Asset Description  
Infrastructure Type ID It represents the d-TM infrastructure types, including Agent, network, compute, 

application, and storage; also, it represents the identification number of the asset based 
on d-TM, for instance, such as Net0. It refers to the first identified network asset 

Name It represents the asset name in the organization infrastructure 

Software/Hardware 
Model 

It represents the software or hardware model number or brand 

Software Version It represents the software version number 

Table 4.3. Asset type table 

• Asset Administration: This property examines the access mechanisms used by administrators 
to operate the assets effectively. Security analysts are required to determine the protocols, 
tools, access conditions, and necessary privileges for operating each asset. Table 4.4 presents 
a comprehensive representation of the information provided by this property, aiding in the 
understanding of the administrative aspects of the assets.  

Asset Description  
Mgmt. Protocols It represents the management protocols/ports used to operate assets i.e., SH, RDP, 

HTTP/S, etc. 
Mgmt. Tool It represents the tool, system, or software used to operate the asset. 

Mgmt. Access It represents the access type required to operate the assets; there are three access types, 
direct access(physical), remote network access (internet/adjacent network i.e., WAN), 
and local network access (LAN). 

Mgmt. Privilege It represents the required user privilege to operate the asset; there are four access 
privileges, as below: 

• User: domain user or local user 
• Admin: domain admin or local admin 
• Service: Local service or remote  

 

Table 4.4. Asset administration table 

• Asset Dependency: Asset Dependency: Understanding the inherent dependencies among 
assets is of utmost importance in ensuring seamless service delivery. This property plays a 
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crucial role in identifying potential attack vectors resulting from weaknesses in dependent 
systems, leading to sequential failures or cascading breaches. For assessing asset dependency, 
d-TM adopts the MITIGATE Classification(European Commission MITIGATE Project, 
2020), which considers two key factors: Dependency Type and Access. The Dependency Type 
defines the relationship between two assets, which could be categorized as host, exchange, 
storage, control, or process dependencies. On the other hand, the Access mechanism delineates 
how an asset communicates with another, with three types of access: direct, local, and remote. 
Table 4.5 provides valuable insights into the information gleaned from this property, enabling 
a comprehensive understanding of asset interdependencies. 

Dependency 
Type  

Description  

Host An asset is hosted by another asset, such as a virtual machine is hosted by a physical 
machine. 

Exchange An asset uses another asset to exchange information. 

Storage An asset uses another asset to store and retrieve data. 

Control An asset is controlled or managed by another asset.  

Process An asset uses another asset to utilize its processing capabilities or functionality. 

Dependency 
Access  

Description 

Direct Access It means the source is communicating with the destination using direct access or 
physical access. 
 

Local Network It means the source is communicating with the destination using the same local area 
network (LAN) or broadcast domain. 

Remote 
Network 

It means the source is communicating with the destination using a wide area network 
(WAN) or internet. 

Table 4.5. Asset dependency table 

Activity 2. DATA ANALYSIS 

In the previous phase, critical business services and supporting infrastructure are identified, and 
business logic is realized. This phase consists of two steps: discovering relevant data information 
while taking data levels and phases into account. The second step is to present the identified service 
assets together with a data flow diagram (DFD).  

Step 2.1. Identify and Extract Data-levels 

This step builds upon the information gathered in the preceding phase, focusing on how data is 
processed at each asset for the identified important services. Security analysts with the necessary 
expertise examine technological configurations, codes, and designs that interact with data. 

When extracting information, the d-TM model comes into play, guiding analysts to consider 
critical factors such as actors involved, specific layers within the d-TM framework, and the data 
levels being processed. The relevant details are then carefully recorded into a table, which may 
include configuration or code lines that describe specific functions. For assets with graphical 
interface-style configurations, such as Windows-based compute and some user applications, a 
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descriptive language alternative might be employed, providing insights to various stakeholders, 
including organization technicians, developers, and non-expert managers, about how assets are 
configured to process, transmit, or store data securely. 

The exercise of data-level identification and extraction is security-driven, with a keen focus on 
aspects related to data processing, transmission, and storage. For instance, consider a computing 
device running a Linux operating system, accessed through the SSH protocol for management 
purposes. In this scenario, it becomes evident that the data being handled is management-level, 
with the actor being the business operator. The pertinent information or configuration details to 
extract might involve the SSH authentication technique, authorization level, protocol version, 
access port, and other relevant characteristics. Moreover, Modern applications often rely on API 
calls for seamless interactions. Extracting Application API configurations could be crucial for 
‘control data’, particularly when business systems communicate with each other to exchange data 
or attributes. Table 4.6 serves as a valuable reference for the organization's security team, mapping 
out the precise points within the infrastructure where business data operates and the corresponding 
data phases. 
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Bsx Business-user (USR) Agtx   D ● ● ● 
Netx   D   ● 
Cmpx   D   ● 
Appx   D ○1 ● ● 
Stgx   D ○1 ○1 ○1 

Bsx Business-Operator (OPR) Agtx D   ● ● ● 
Netx D   ○1 ○2 ○2 
Cmpx D   ○1 ○2 ○2 
Appx D   ○1 ○2 ○2 
Stgx D   ○1 ○1,2 ○1,2 

Bsx Business-System (SYS) Agtx  D  ● ● ● 
Netx  D    ● 
Cmpx  D    ● 
Appx  D  ○1 ● ● 
Stgx  D  ○1 ○1 ○1 

Table 4.6. A table represents the data level and phase at any asset 

Where “x” refers to service or asset_id. “D” refers to the presence of the data level. “●” refers to 
the presence of the data phase. “○” refers to a potential presence of data; the presence depends on 
other factors. “1” The Data is stored locally (locally attached disk) or remotely, while remotely it 
needs data to be sent, processed, and stored at network storage. “2” The asset which the operator 
intends to access.  
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Step 2.2. Construct Data-flow Diagram 

In this step, we focus on creating enhanced Data Flow Diagrams (DFDs) for the prioritized services 
identified in the previous phase. DFDs are a widely employed technique in threat modelling as 
they offer a clear and simple graphical representation of how data flows through systems. 
However, in the d-TM approach, we aim to go beyond the traditional DFDs by incorporating data 
levels, actors, and the layered technique to make the diagrams more useful for comprehending 
data, not just flow. 

The process begins by selecting the prioritized services from the previous phase. These are the 
critical business services with high or very high threats that demand immediate attention. 
Furthermore, each prioritized service is deconstructed into its functional layers, such as agent, 
network, compute, application, and storage. This layer-wise breakdown allows for a more detailed 
understanding of data interactions at distinct levels. While step 1 identifies each data level and 
phase, security analysts can refer to Table 4.6 to identify the specific data locations at each 
functional layer and phase of the service. However, this step provides insights into where data is 
stored and how it moves within the system. 

Enhance DFDs with d-TM principles incorporate the symbols from Table 4.7 into the DFDs to 
represent components, data flows, data stores, actors, and processes. Additionally, leverage d-TM 
principles such as data levels and actors to enhance the diagrams further. 

Item Description Symbol 
Actor Represent any actor demanding 

data. 
 

Infrastructure Asset Represent asset object for 
particular asset id. 

 
Data at Rest Represent asset object for 

stored data. 

 
Data in Process Represent data in process for 

any asset object. 

 
Data in Transit Represent data in transit for any 

asset object. 
 

Table 4.7. A d-TM Data flow diagram utilized symbols. 

Running Example of Deploying d-TM Enhanced Data Flow Diagram (DFD) 

To illustrate the deployment of d-TM enabled DFD using a concrete example, Figure 4.10 
highlights a DFD with d-TM enabled, providing a comprehensive visualization of data flow across 
different functional layers and phases for a prioritized service. In this example, we have a business 
use case scenario where a business user (B.user) accesses a critical business application. 
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• User Interaction: The business user (B.user) interacts with the system by accessing the 
business application. To access the service, the user leverages an Agent, represented by a 
web browser (Agt1) such as Mozilla Firefox. 

• Data Transmission: The user's request is then transmitted to the organization's gateway 
router (Net2). The router routes the request to a specific compute (Cmp3), which is 
responsible for hosting the application (App4). 

• Data in Transit: During the data flow, the information is considered in a transit state from 
the Agent to the application. This phase represents data being transmitted between the 
user's web browser and the application hosted on the computer. 

• Data Processing and Storage: Depending on the required service, data may undergo 
processing and is stored either temporarily or permanently. The Agent and the Application 
are the components responsible for processing the data. Both of these components can store 
data temporarily during their operations. 

• Data Storage: In this example, the application is linked to network storage (stg5), where 
data is stored persistently for future access or analysis. This storage represents the final 
destination for important data generated or utilized by the application. 

• Data Applicability and Asset Identification: The DFD highlights essential information, 
specifically the data that is applicable to be saved in three potential assets: Agent, 
Application, and Storage. These assets represent different components of the system that 
handle, process, and store the data. 

In summary, this d-TM-enabled DFD offers a clear and informative overview of how data flows 
through the different functional layers and phases of the prioritized service. It illustrates the 
interactions between the business user, the web browser (Agent), the application (hosted on the 
compute), and the network storage, with a focus on data transmission, processing, and storage 
points. By identifying the data applicable to each asset and understanding the data flow, 
organizations can assess potential vulnerabilities and prioritize security measures to mitigate 
threats effectively. 

Figure 4.10. An example of a d-TM-enabled data flow diagram. 
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By following this meticulous data-level identification and extraction process, security analysts 
gain comprehensive insights into the data landscape of the organization. This understanding forms 
the foundation for effective threat analysis and allows for the creation of data flow diagrams (DFD) 
that illustrate the intricate paths and interactions of data throughout the system. Through the 
combination of d-TM principles and data analysis, potential vulnerabilities can be identified and 
addressed, ultimately strengthening the organization's data protection and resilience against cyber 
threats. 

Activity 3. THREATS ANALYSIS 

Activity 3 encompasses crucial threat assessment activities, comprising two steps: identifying 
weaknesses and associated threats and prioritizing the detected threats. The outcome of this phase 
is documented as a threat profile knowledgebase, providing organizations with a comprehensive 
overview of threat characteristics and weaknesses that could be exploited to compromise data 
assets. 

Step 3.1. Identify Weaknesses and Associated Threats 

In this initial step, the focus is on investigating the collected data at each data level to identify 
potential weaknesses that may lead to threats. Security analysts employ methods such as manual 
code review and architecture or design review to detect weaknesses in the acquired information. 
While manual approaches are effective, they might be resource-intensive. In many cases, using a 
technique like architecture or design review can offer cost-effective and comprehensive coverage 
for networked assets. Expert judgment is vital in this process to identify suitable weakness 
identifiers, considering that it is impractical to be familiar with all technologies. 

The examination aims to find potential weakness identifiers by comparing the acquired data with 
possible scenarios where assets could abuse or compromise data at each data level. The d-TM 
model relies on the Common Weakness Enumeration (CWE) knowledgebase by MITRE as a 
reference for weaknesses. CWE provides multiple views that aid expert analysts in finding 
matching weaknesses based on software, hardware, research concepts, and other criteria. Once 
weaknesses are identified, they are recorded with respective CWE IDs for each data level and 
phase. Once weaknesses are detected, the next step is to identify threats associated with each 
weakness. For this, certain conditions are used to determine the existence of a threat. If a threat 
exists for any use case, each weakness is evaluated to discover the associated threat. Similar to the 
weakness identification process, the d-TM model encourages subject matter experts to adapt 
identified threats into a common security language. The research relies on the MITRE 
knowledgebase's Common Attack Pattern Enumeration and Classification (CAPEC) as a reference 
for documenting threats. The correlation between CWE IDs and CAPEC IDs simplifies the process 
of matching threats to identified weaknesses, streamlining threat assessment. With all potential 
threats and weaknesses linked to matching CWE and CAPEC IDs, the outcome is documented as 
a result of the threat profile knowledgebase. The knowledge base serves as a valuable resource for 
the organization, providing a clear understanding of the threats and weaknesses that need to be 
addressed to enhance data asset security. 
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Running Example of Identifying Weaknesses and Associated Threats 

In the visual example of applying d-TM steps to a business service, Figure 4.11 represents a 
helpdesk system chosen as a high-priority service for the business. The service is divided into d-
TM proposed layers, each mapped to a specific asset identifier. Let us analyse the findings and 
weaknesses in the network layer (Net0) based on d-TM data levels: 

 

 
Figure 4.11. A visual presentation of d-TM weakness and threat analysis 

The analysis summary is as follows: 

1. Asset Identification: 

• Asset: Net0 (Router) 

• Layer: Network Layer 

2. Weakness Identification: 

• Weakness: CWE-287 ("Improper Authentication") 
• Description: The assessment identifies a weakness related to improper 

authentication in the management data within the network layer. This 
indicates a vulnerability in the way authentication mechanisms are 
implemented in the router. 

• Weakness: CWE-319 ("Cleartext Transmission of Sensitive Information") 
• Description: Another weakness is found in the handling of business data 

within the network layer. Specifically, it relates to the transmission of 
sensitive information in cleartext, which means that data is not encrypted 
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during transmission, making it susceptible to interception and unauthorized 
access. 

3. Threat Identification: 

• Threat: Brute Force (CAPEC-112) 
• Description: The first weakness identified (CWE-287) in the management 

data is associated with the threat of a Brute Force attack (CAPEC-112). This 
threat involves an attacker attempting to gain unauthorized access to the 
router by trying various username and password combinations until they 
find the correct one. 

• Threat: Identity Spoofing (CAPEC-151) 
• Description: The same weakness (CWE-287) is also associated with the 

threat of Identity Spoofing (CAPEC-151). This threat implies an attacker 
impersonating an authorized user or device to gain unauthorized access to 
the router. 

• Threat: Data Interception (CAPEC-117) 
• Description: The weakness in handling business data (CWE-319) makes the 

business data susceptible to Data Interception (CAPEC-117). This threat 
involves unauthorized individuals intercepting and capturing sensitive 
information as it is transmitted over the network. 

In summary, the assessment of the network layer (Net0) in the helpdesk system using d-TM 
identifies two weaknesses: "Improper Authentication" (CWE-287) and "Cleartext Transmission of 
Sensitive Information" (CWE-319). These weaknesses pose potential threats to the management 
data and business data within the network layer. The threats associated with the weaknesses are 
Brute Force (CAPEC-112), Identity Spoofing (CAPEC-151), and Data Interception (CAPEC-
117). Understanding these weaknesses and threats is crucial for developing effective security 
measures to protect the network layer and the overall helpdesk system from potential attacks and 
compromises.). 

Step 3.2.  Prioritize Threats 

This step aims to determine the criticality of each threat to the business, enabling the development 
of an effective control strategy to address threats appropriately. The prioritization of threats 
involves a novel approach that considers multi-factor evaluation, including Business-as-Target 
(Bt), Threat-Complexity (Tc), and Business-Impact (Bi). The overall priority is determined based 
on the correlation of these three factors across five threat scales: Very High (VH), High (H), 
Medium (M), Low (L), and Very Low (VL). 

• Very High: It represents an extremely high impact on business continuity and critical 
business services which require immediate action. 

• High: It represents a significantly high threat to business continuity and critical business 
services due to its impact and need to act in a brief time frame 
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• Medium: It represents an intermediate threat to business continuity, and no critical business 
services get interrupted due to its impact. Furthermore, some supporting business services 
are impacted, and business can run for a longer time. Also, application action should be 
within a year’s time frame. 

• Low: It represents a low threat to business continuity, and no critical business services get 
interrupted due to its impact on options control. Furthermore, some supporting business 
services are impacted, and business can run normally.  

 
• Very Low: It represents a significantly extremely low threat to business continuity, and no 

critical business services and supporting services get interrupted due to its impact. Also, 
applying for action could be optional or ignored. 
 

The three factors used in the prioritization process are described below: 

Factor 1. Business-as-Target (Bt) 

This factor assesses the likelihood of an organization being highly targeted by an attack. It 
considers the correlation between the threat-occurrence metric and the attacker-gain metric. The 
threat-occurrence metric represents the likelihood of a specific threat occurring based on the 
organization's attack history and public threat awareness records, e.g., the IBM X-Force Threat 
Intelligence Index(IBM Security X-Force Threat Intelligence Index 2023, 2023). While the 
attacker-gain metric reflects the gain value behind the attack. 

• Metric 1. Threat-Occurrence represents the probability of a particular threat occurring for an 
asset in three scales:   

o High(H): The organization experiences this threat twice or more in a one-year 
timeframe. Industry researchers forecast this threat as a top-rated attack for similar 
businesses within one year. 

o Medium(M): The organization experiences this threat once in a one-year timeframe. 
Industry researchers forecast this threat as Medium-rated attacks for similar businesses 
within one year. 

o Low(L): The organization experiences this threat once or none in a two-year timeframe. 
Industry researchers forecast this threat as a medium to low-rated attack on similar 
businesses within the last two years. 
 

• Metric 2. Attacker-Gain represents the goal behind the attack, including curiosity, personal 
gain, personal fame, or national interests, with three scales: high, medium, and low. 

The two metrics correlation matrix for Factor (Bt) is presented in Table 4.8 as follows: 

Bt Threat-Occurrence 
likelihood 

Attacker-Gain 
Scale High Medium Low 

High H H M 
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Medium H M L 

Low M L L 

Table 4.8. Business -as- target matrix 

Factor 2. Threat-Complexity (Tc) 

This factor evaluates the complexity of a particular threat, considering Attacker-Capability and 
Access-Complexity. Attacker-Capability refers to the overall expertise, knowledge, and resources 
of the attacker to exploit a weakness, while Access-Complexity gauges the level of complexity 
involved in exploiting a weakness, considering the organization's access controls. The two metrics 
and correlation matrix are defined below: 

• Metric 1. Attacker-Capability refers to overall attacker capabilities such as skills, knowledge, 
opportunities, and resources that the attacker incorporates to exploit a weakness. Capabilities 
could be estimated as High, Medium, and low.  

o High: A sophisticated level of expertise and knowledge with adequate resources for 
generating opportunities for continuous attacks 

o Medium:  Moderate level of expertise and knowledge with reasonable resources for the 
considerable ability to generate multiple opportunities and continuous attacks  

o Low: A low level of expertise and knowledge with limited resources and the ability to 
attack 
 

• Metric 2. Access-Complexity determines the level of complexity to exploit a particular 
weakness, where each organization has various levels of access and controls. Attackers often 
estimate the level of complexity of any attack to find the easiest and success-guaranteed 
approach to compromise organization data. Likewise, security analysts evaluate existing 
access and security mechanisms to understand the access complexity that could reduce the 
likelihood of exploiting existing weaknesses. Access complexity can be estimated as High, 
Medium, and low. Table 4.9 represents the correlation matrix for the likelihood of threat 
complexity to a particular asset. 

o Multi-level Access: The attacker requires a restricted access condition, and this 
condition requires an elevated level of effort and expertise that could go over a multi-
stage of attack. 

o Single-level Access: The attacker requires a somewhat restricted access condition, and 
this condition requires a medium level of effort and expertise. 

o Direct: The attacker requires no restricted access condition. 
 

Tc Access-Complexity 
levels 

Attacker-Capability 
levels 

Multi-level Single-level Direct  

High M L L 
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Medium H M L 

Low H H M 

Table 4.9. Threat complexity matrix  

Factor 3 Business-Impact (Bi) 

This final factor determines the impact of the threat on the business. It combines the results of 
Factor 1 (Bt) and Factor 2 (Tc) with the business impact probability, classifying impact as High 
(H), Medium (M), or Low (L). 

o High(H): The expected impact of the mission-critical services that provide core 
functions to the business is High; the business cannot run without it. 

o Medium(M): The expected impact on the business is medium, where supporting service 
is impacted; also, the business could run for some time. 

o Low(L): Represents the expected impact to the business is low, where the business is 
run with minimal impact. 

 
Based on the correlation of these factors, the overall threat priority is determined. Threats with a 
higher priority (e.g., VH or H) require immediate action to ensure business continuity and 
safeguard critical services. Lower-priority threats (e.g., M, L, or VL) might have less severe 
impacts, and the organization can plan actions accordingly. The overall correlation matrix of the 
three factors is illustrated in Table 4.10. 

 
Threats 
Priority 

Bi 

High Medium Low 

Tc 
Bt 

Low Medium High Low Medium High Low Medium High 

High VH VH H H H M M M L 

Medium VH H M H M L M L VL 

Low H M M M L L L VL VL 

Table 4.10. A table represents the Matrix of threat priority 

Finally, the complete threat analysis activity is summarized in a threat profile table, including 
prioritized threats, weaknesses, and relevant attributes. The threat profile provides the organization 
with a communication tool for the threat assessment process, allowing the organization to prioritize 
actions based on high-potential threats to the business. This structured and comprehensive 
approach enhances the organization's ability to address potential threats and weaknesses in its data 
assets proactively. 

Activity 4. Threat Mitigation 

This is the last phase of the proposed d-TM process, aimed at determining suitable controls to 
mitigate identified threats and ensure the organization's security objectives are achieved. This 
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phase involves interpreting and measuring security controls to assess cyber security assurance. d-
TM considers multiple factors to ensure the appropriate level of assurance. The process consists 
of two steps:   

Step 4.1. Determine Controls 

This step focuses on providing appropriate controls based on the identified threats for each data 
element. These controls are derived from weaknesses that attackers could exploit. d-TM advocates 
evaluating suggested mitigation guidelines by Common Weakness Enumeration (CWE) to identify 
controls that eliminate or reduce the threat's occurrence. Additionally, the Common Attack Pattern 
Enumeration and Classification (CAPEC) could suggest actions to mitigate the threats themselves. 
This step can be achieved using two actions as follow:  

o Understand Weakness Characteristics 

This step aims to gain a detailed understanding of the weakness causing the threat, including 
the required scope of action and the impact on data. CWE guidelines are used to obtain 
information about each weakness, particularly the "Scope" and "Impact" properties found 
under the "Common consequences" section. The "Scope" property categorizes weaknesses into 
domains such as confidentiality, availability, integrity, non-repudiation, and access control. 
The "Impact" property provides a brief description of the attacker's intended goal. This 
information provides insight into the scope of required mitigation. Additionally, security 
analysts need to identify the appropriate mitigation technique to address each weakness. The 
"Potential Mitigations" section in CWE offers guidance on potential techniques, serving as a 
guideline rather than a definitive solution. Security analysts analyse the provided information 
to develop the necessary understanding for selecting the most suitable control in the next step. 

o Analyse and Map Applicable Controls 

Building upon the scope understanding gained in the previous steps, security analysts 
enumerate each relevant NIST (National Institute of Standards and Technology) security 
control family. They consider the scope, impact, and mitigation techniques provided by CWE 
guidelines. Initially, potential candidate controls that align with the weakness's scope are 
identified. Then, the controls are assessed for their ability to protect against the weakness's 
impact. It is crucial to ensure that the security controls align with the mitigation technique 
guidelines provided by CWE. Once suitable security controls are determined, the mapping 
between weaknesses and controls is documented to the relevant threat identifiers.  

Step 4.2. Determine Assurance-level 

The ultimate step in Activity 4 involves determining the assurance level of overall cyber security 
by considering the identified threats, controls, and data. The assurance level is based on the 
completeness, effectiveness, and complexity of the security controls in addressing threats to data 
security. These three factors are correlated to determine the overall assurance level of the control. 
Equation 1 is used to calculate the Overall Assurance Level (OAL), where OAL is considered 
High when the OAL value ranges from 7 to 9, Moderate when it ranges from 4 to 6, and Low when 
it is less than 4. 
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Overall Assurance Level (OAL) = Completeness + Effectiveness + Complexity                   (Equation 1) 

• Completeness (Ct): Completeness refers to the extent to which the identified controls are 
comprehensive and relevant in addressing the identified threats and related weaknesses. During 
the evaluation process, controls are carefully assessed based on their ability to provide 
coverage that eliminates or minimizes the impact of specific threats. Table 4.11 categorizes 
controls into distinct levels of coverage: low, partial, or full coverage for specific threats. This 
evaluation helps provide valuable insights into the selection of suitable controls that effectively 
mitigate threats at specific data levels and phases. 
 
A thorough analysis of completeness enables organizations to prioritize their control 
implementation efforts. By understanding which controls offer the most significant impact, 
security teams can efficiently allocate resources and focus on measures that align with their 
security objectives. It ensures that all relevant threat vectors are adequately addressed, reducing 
the organization's overall risk exposure, and enhancing cybersecurity resilience. 

Table 4.11. Controls Completeness levels 

• Effectiveness (Ef): Effectiveness evaluates the capability of security controls to perform their 
intended roles of protecting, detecting, and responding to threats. To be truly effective, a 
control must excel in all three aspects. Firstly, it should be capable of preventing threats from 
occurring in the first place, reducing the likelihood of successful attacks. Secondly, it must 
possess the ability to promptly recognize and detect any active threats within the system, 
enabling timely response and containment. Lastly, a well-performing control ensures a swift 
and efficient response mechanism, minimizing the impact of successful threats and facilitating 
recovery. 
 
Table 4.12 provides guidance on evaluating the effectiveness of controls. By carefully 
considering this factor, organizations can ensure that their chosen controls are robust and 
capable of defending against a wide range of threats. Effective controls provide a strong 
defensive posture, reducing the risk of successful cyber-attacks and safeguarding critical assets 
and data. 
 
 

Completeness Description Scale 

The control provides the necessary features to mitigate the threat's likelihood without requiring 
any additional enhancements or supporting controls. 

H (3) 

The control provides some features to reduce the threat likelihood; however, additional 
enhancements or supporting controls are required. 

M (2) 

The control provides a significantly minimal feature to reduce the likelihood of the threat; 
however, additional enhancements or supporting controls are required. 

L (1) 
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Effectiveness Description Scale 

Control aims to prevent the occurrence of an attack, as well as to detect and respond, when 
necessary, without the need for any further enhancements or supporting controls. 

H (3) 

Control aims to provide two essential roles, such as protecting and detecting the occurrence of an 
attack, with no response. However, further enhancements or supporting controls are required. 

M (2) 

Control aims to provide a single essential role, such as detecting the occurrence of an attack, with 
no protection and response. However, further enhancements or supporting controls are required. 

L (1) 

Table 4.12. Controls Effectiveness levels 

• Complexity (Cx): Complexity assesses the ease of implementing and operating a control 
within the organization's existing infrastructure. Controls that are overly complicated to 
integrate can pose challenges for the security team, potentially leading to errors or 
misconfigurations. Therefore, it is essential to select controls that can be smoothly integrated 
into the existing organizational systems without necessitating major changes. The evaluation 
of control complexity within the organizational context is indeed subjective and can vary 
significantly based on the specific expertise and infrastructure of an organization. In addressing 
this concern, it's important to recognize that this process is typically a collaborative effort 
involving multiple stakeholders within the organization. This includes the security team, IT 
department, and potentially external consultants who have a comprehensive understanding of 
the existing infrastructure and the skill set of the personnel involved. However, organizations 
may adopt a systematic evaluation process that includes criteria such as the required 
infrastructure changes, compatibility with existing systems, and the learning curve for the 
security team. 
 
Furthermore, operation complexity becomes a concern when the security team lacks the 
necessary knowledge or expertise to handle the control effectively. In such cases, controls with 
clear and intuitive workflows are preferred, enabling the team to apply necessary actions 
efficiently. Table 4.13 offers insights into evaluating the complexity of controls. By opting for 
controls with manageable complexity, organizations can avoid potential implementation 
hurdles and ensure that their security measures remain practical and sustainable. 

Complexity Description Scale 

Control can integrate seamlessly into organization infrastructure, and the team have the skills to 
implement and operate the control. 

L (3) 

Control can integrate into organization infrastructure with minimal changes, and the team have no 
skills to implement and operate the control. 

M (2) 

Control is complex to integrate into the organization infrastructure, and the team have no skills to 
implement and operate the control. 

H (1) 

Table 4.13. Controls Complexity levels 
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By considering these d-TM factors, organizations can make informed decisions when selecting 
and implementing controls, thereby enhancing their overall cybersecurity assurance. A 
comprehensive evaluation of completeness, effectiveness, and complexity ensures that controls 
align with the organization's security objectives and offer a robust Defence against evolving cyber 
threats. Eventually, d-TM provides a superior value to other threat models, including PASTA and 
STRIDE, by providing control assurance in the process of threat analysis. 

• d-TM: d-TM's control evaluation strategy directly assesses the effectiveness of security 
controls by considering Completeness, Effectiveness, and Complexity. It offers a holistic view 
of an organization's cybersecurity assurance level. 

• PASTA: PASTA concentrates on analysing attack scenarios and developing mitigation 
strategies but lacks a direct control evaluation component similar to d-TM's approach. 

• STRIDE: STRIDE is a threat-based methodology that helps identify and address specific 
threats without explicitly evaluating control effectiveness like d-TM. 

In summary, d-TM's control evaluation strategy is unique in its focus on assessing the overall 
cybersecurity assurance level by considering multiple factors related to control coverage, 
effectiveness, and complexity. This comprehensive approach enables organizations to gain 
insights into the strengths and weaknesses of their security controls and make informed decisions 
to enhance their cybersecurity posture. While PASTA and STRIDE are valuable threat modelling 
methodologies, they do not emphasize control evaluation in the same manner as d-TM. 

 

4.6 Conclusion  

This chapter represents one of the significant contributions to this thesis, which is introducing the 
d-TM approach along with its foundational pillars. At its core, this model places a strong emphasis 
on data, recognizing it as a pivotal component, and delves into the identification of weaknesses 
within data assets that are integral to an organization's data operations. By proactively identifying 
these weaknesses, the d-TM provides a strategic approach to uncover and address potential risks 
to the business proactively. Within the d-TM's threat analysis framework, three pillars stand 
prominently: data levels, phases, threat layers, actors, and a common security knowledge base. 
These pillars collectively equip the d-TM model with the necessary components to 
comprehensively evaluate the complexity of an organization's infrastructure while bridging this 
understanding with its core business functions. Moreover, the incorporation of a common security 
knowledge base serves as an invaluable resource, granting access to the latest industry insights 
regarding identified weaknesses, threats, and their corresponding mitigation techniques. 

The construction of the d-TM model is supported by a systematic sequence of four activities, 
commencing with a thorough comprehension of the organization's business logic and concluding 
in the identification of critical threats that pose potential risks to business continuity. An integral 
feature of the d-TM is its threat mitigation capability, embedded within the threat analysis process, 
aimed at reducing or eliminating these identified risks. In essence, the d-TM model, along with its 
foundational components, aspires to provide essential insights into the threats that target 
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organizations and ensure the cybersecurity assurance of these businesses. This approach represents 
a noteworthy contribution to the realm of cybersecurity. 
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CHAPTER FIVE: d-TM AUTOMATION 
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5.1 Introduction 

Threat modelling is an essential tool for any organization that is serious about protecting its digital 
infrastructure. There are several threat modelling frameworks available, but they can be time-
consuming and labour-intensive to implement. The data-driven threat modelling (d-TM) process 
is a more efficient and effective way to identify and mitigate threats. d-TM uses a data-driven 
approach to analyse and detect pre-attack activities, which can then be used to prevent future 
attacks. 

This chapter introduces a d-TM tool that can help organizations automate the threat modelling 
process. The tool provides a workflow that guides users through the process of defining business 
processes, services, and IT infrastructure, conducting threat assessments, and developing 
mitigation strategies. The tool also generates threat profile reports that can be used to make 
informed decisions about security. 

The d-TM tool is designed to help organizations: 

• Identify critical services and data assets. 
• Detect weaknesses and threats. 
• Determine critical threats and proper controls. 
• Assess the effectiveness of controls. 

By using the d-TM tool, organizations can reduce the complexity and time consumption of manual 
threat analysis practice to automated process that reduces time and efforts for detecting the risk of 
cyberattacks and improve their overall security posture. 

5.2 d-TM Platform Overview 

The d-TM methodology has been implemented as the d-TM platform, a software application that 
helps organizations conduct security threat analysis, particularly on data. The platform provides a 
comprehensive workflow that guides users through the process of identifying business-critical 
services, identifying critical data assets, assessing weaknesses, identifying impactful threats, and 
investigating controls. 

The d-TM platform is written in Python, Java, and HTML, and uses the Django web application 
module. This makes it compatible with any standard web browser and allows it to be used on a 
local network or the internet. The platform also uses a MySQL database to store collected and 
generated threat analysis data. The user interface of the platform is comprised of a number of web 
pages that present backend applications that are associated with the key d-TM processes, such as 
the data collection process. The platform’s architecture is based on the use of multiple sub-
applications, which provide adequate separation between the platform's many features and 
functions, as well as greater adaptability to modifications made to individual sub-applications.  

5.3 d-TM Platform Design 

The d-TM platform is developed in accordance with the standard guidelines for Django, which 
dictates that the main project should come first, followed by the assigned sub-applications. The 
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three sub-applications that support the platform are authentication, data collection, and data threat 
analysis. Each subsidiary application is connected to achieve the four d-TM activities. The 
authentication application is used to secure and manage user access to the platform, as well as the 
signup process and user profiles. The data collection application is the second in the process, where 
users feed the tool with required information about services and associated infrastructure. Lastly, 
the threat analysis application is where the core function of threat analysis is performed. 

The overall design components of the d-TM platform, including applications and the primary 
web pages, are displayed in Figure 5.1 

 
Figure 5.1 d-TM platform architecture 
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5.4 d-TM Platform Applications 

The d-TM platform is constructed based on three applications, authentication, data collection, and 
threat analysis application. These applications are accessed sequentially, starting from the 
authentication process to access the platform till the threat analysis outcome is produced.  

5.4.1 Authentication Application 

The authentication feature is a vital component of the d-TM platform. It controls users’ access to 
the platform’s functionalities. Users can log in to the platform, and there is also a sign-up option 
for users accessing the platform for the first time. 

d-TM was developed to accommodate multiple users simultaneously and classify users according 
to their organization and role. The application provides users with two distinct sign-up and sign-
in forms: 

• The sign-in form is for previously registered users and requires a username and password. 
• The sign-up form is for collecting information about the user before they use the platform. 

To sign up, users must provide information such as their first and last name, organization, 
role, and unique user credentials (username and password). 

The authentication functionality was developed securely, with the application being isolated from 
other modules in terms of its management and functionality. Additionally, a separate database 
stores users’ credentials within the application. When a user accesses any application, they must 
first be authenticated and authorized before accessing the application. Since the authentication 
module is required for every application, every application must have one. Figure 5.2 shows a 
screenshot of the d-TM platform’s login page, sign-up page, and user profile page. The user profile 
is located in the top right corner of all platform pages which provides information regarding the 
user that is referenced with provided data and enables the user to make any necessary updates to 
his information. The platform access link and credentials are detailed as below: 

URL: http://dtm-platform.ddns.net:8000/login/ 

Username: dtm001 
Password: Dtm@123456 
Important:  

• Please note that ‘Identify Data level’ link in the Data Analysis sidebar conducts multiple 
comprehensive analysis and tuning for all imported configuration files, which is why the 
page to be loaded fully it requires 30-45 minutes (not a bug, it is due to browser constrains 
to number of loaded items However, this issue does not exist in Safari Browser). 

• The tool shows the best visualization on Mozilla Firefox browser. However, other browsers 
work fine, but some visualizations could not load with proper view. 

http://dtm-platform.ddns.net:8000/login/
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 Figure 5.2 d-TM platform login, signup and profile page 

5.4.2 Data Collection Application 

The information required for d-TM threat analysis is obtained through the use of the data collection 
application. The application collects information about business services and evaluates their 
criticality using survey forms. Two distinct types of interface forms are provided for business 
stakeholders to use. The first form focuses on organizational digital assets, while the second 
concerns business services. However, the system can route the user's request to the appropriate 
data collection form; hence, Users must disclose their role within the company before using the 
system. 

The first interface, shown in Figure 5.3, allows the business management team to register 
information about the running services of the business, including the criticality of those services 
to the continuity of the business. The user interacts with the system by filling out a single form 
that collects information such as the service name, description, and the criticality of the service. 
The form can be used to collect one or more services. However, the system will assign a unique 
identification number to each collected service. After the user has provided the service's specifics, 
they can submit the information to the system database. furthermore, the web page provides the 
inventory list of collected services at the bottom of the page.  
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Figure 5.3 d-TM platform business data collection interface 

Once the platform collects the services, the second step of the data collection is started. IT 
infrastructure administrators must sign up to the platform to provide details about infrastructure 
assets supporting each collected service. The process begins by selecting the business service for 
which this evaluation is intended and ends with an inventory table that displays all the collected 
assets. This process consists of three sequential input forms: 

Form 1: Data Asset Details 

This is the first form in the process of collecting data asset details. As illustrated in Figure 5.4, the 
form starts by selecting the service from the pull-down menu; then, the user must fill out all the 
form fields for each asset. These fields contain the asset name, asset ID according to the d-TM 
reference layers, and the ability to upload files, allowing users to share asset configuration files. 
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Figure 5.4 Asset details form 

Form 2: Asset Administration 

As data asset details are collected, this form aims to identify each asset administration details such 
as management IP address, port, and the required access conditions as illustrated in Figure 5.5.  
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Figure 5.5 Asset administration form 

Form 3: Asset Dependency 

This is the last form in the infrastructure collection details; the form relies on complementing 
previously collected data with dependency details of the asset. The next stage uses the dependency 
information to build data flow diagrams. The form collects information about assets such as 
dependent assets, dependency type, and access requirements as illustrated in Figure 5.6.    
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Figure 5.6 Asset dependency form 

Overall, the three forms are designed to accommodate multiple iterations of information gathering 
pertaining to assets and dependent assets. Furthermore, the platform provides an important feature 
by providing an overview of collected data at each form in a table at the bottom of each page that 
can be revised once incorrect data is observed. 

5.4.3 Threat Analysis Application 

The Analysis process of the d-TM platform is a core component, where the analysis of collected 
data, weaknesses, and threats is conducted. Also, it includes the identification of suitable controls. 
This application consists of three sequential functions (aka modules): data analysis, threat analysis, 
and lastly threat mitigation. However, each of these modules is served by multiple supporting web 
pages.  

On the other hand, the threat analysis application is accessed based on Role-Based Access Control 
(RBAC). This means that only users who have been assigned the "Analyst" role can access the 
threat analysis functions of the platform. This helps to ensure that only authorized users have 
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access to sensitive information. The threat analysis modules as presented in the platform are 
illustrated in Figure 5.7.  

 

 

Figure 5.7 Threat Analysis Functions 

 

Module 1 Data Analysis 

The Data Analysis module is a crucial tool for security analysts who want to understand the flow 
of data within an organization. By understanding the data flow, analysts can identify potential 
security risks and weaknesses. The d-TM platform analyses collected information about each asset, 
including identifying data levels and phases. This module also provides an important feature for 
constructing data flow diagrams (DFD) based on collected information about data assets.  

To begin the data analysis process, the analyst needs to review each asset configuration to identify 
security-related information to data, and then assign appropriate data-related levels (management, 
control, or business). Once the data levels are identified, analysts need to assign the related data 
phase of each data level obtained from the data asset. The data analysis module concludes the 
outcome of the process in a table format that shows asset identification, data level, data phase, and 
related data asset configuration, as shown in Figure 5.8. 
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Figure 5.8 Data analysis interface 

 

Module 2 Threat Analysis 

The threat analysis module is a critical component of the d-TM platform. This module conducts 
data threat analysis, which is a multi-step process that involves the following linked webpages: 

- Identifying weaknesses: This webpage allows users to identify potential weaknesses in 
their data assets. These weaknesses can be technical, organizational, or operational in 
nature. 

- Identifying threats: This webpage allows users to identify potential threats to their data 
assets. These threats can be natural, human-caused, or malicious in nature. 

- Determining the threat's criticality: This webpage allows users to assess the criticality of 
each threat. This is done by considering the likelihood and impact of each threat. 
 

• Weakness Identification Webpage 

The data asset weaknesses webpage is designed to support security analysts in identifying security 
weaknesses in data assets. The webpage lists all assets and their related information collected in 
previous stages and presents the information in a card-style format. The left side of each card 
contains the collected details, while the right side is designed for the security analyst to act. 
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Security weaknesses are imported to the platform from the Common Weakness Enumeration 
(CWE) catalogue. The security analyst must review the details of each asset and select the 
associated weaknesses for each asset card. Once the weaknesses have been selected from the drop-
down menu, the Submit button is used to submit the data and associate the weaknesses with the 
asset in the database, as shown in Figure 5.9. 

 
Figure 5.9 Weakness Identification Interface 

The output of the process is presented at the bottom of the webpage in a table-style format. This 
table shows the assets associated with weaknesses, as well as other related details, such as the data 
type and the severity of the weakness. The table is shown in Figure 5.10. 

 

Figure 5.10 weakness identification table 

 

• Threat Identification Webpage 

The Threat Identification webpage is the second webpage in the process of threat analysis. This 
webpage retrieves the weaknesses, data, and asset details collected in the previous webpage to use 
in the process of threat identification. The webpage presents the information in a card-style format, 
with the collected details located on the left side of each asset card. The security analyst must 



97 
 

review the information on each asset card and select a suitable threat associated with each 
weakness from the dropdown menu on the right side of the card. 

Security threats are imported to the platform from the Common Attack Pattern Enumerations and 
Classifications (CAPEC) catalogue. Once the threats have been determined and submitted to the 
database, the output of this process is presented at the bottom of the webpage in a table-style 
format, as shown in Figure 5.11. 

 

 Figure 5.11 Threat identification interface. 

 

• Threat Criticality Identification Webpage 

The threat criticality webpage is the last webpage in the process of threat analysis. This webpage 
allows security analysts to evaluate the criticality of each threat to data assets. The webpage 
presents a list of d-TM threat criticality factors and metrics, and the security analyst must select 
the values that are most appropriate for each threat, as illustrated in Figure 5.12. The selected 
values are then used by the d-TM platform to calculate the overall criticality that can be used to 
prioritize the remediation of threats. 
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Figure 5.12 Threat criticality interface. 

The ‘Threat Criticality Webpage’ is a crucial tool for security analysts who want to assess the risk 
of each threat to data. By understanding the criticality of each threat, analysts can make informed 
decisions about how to mitigate the risk. The criticality of each threat is presented in a colour-
coded value based on threat criticality in the table produced at the bottom of the webpage, as shown 
in Figure 5.13. 

 

 

Figure 5.13 Threat criticality outcome table. 

Module 3 Threat Mitigation 

The Threat Mitigation module is the third module in the threat analysis application of the d-TM 
platform. This module aims to extend the threat analysis capabilities of the platform by providing 
suitable controls and assurance levels. The threat mitigation module builds on the outcome of the 
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threat analysis module. The security threats and their criticality are imported from the threat 
analysis module. The threat mitigation module provides two webpages: 

- Determining Security Controls: This webpage allows security analysts to select suitable 
security controls to mitigate the threats. The webpage presents a list of security controls, 
and the security analyst must select the controls that are most appropriate for each threat. 

- Calculating Assurance Level: This webpage allows security analysts to calculate the 
assurance level of each control to the threat. The assurance level is a measure of the 
confidence that the control will be effective in mitigating the threat. 

The threat mitigation module is a valuable tool for security analysts who want to mitigate the risk 
of threats to data. By selecting suitable security controls and calculating the assurance level of each 
control, analysts can reduce the risk of data breaches and other security incidents. 

• Security Controls Webpage 

This webpage retrieves all previous assessment details regarding data, weaknesses, threats, and 
criticality. The analyst will go over each threat and select a control that is appropriate for it. The 
National Institute of Standards and Technology (NIST) SP 800-53 Rev. 5 control list is used as a 
source for importing security controls. Finally, as illustrated in Figure 5.14, threats and controls 
are presented in the form of a table. 

 

Figure 5.14 Threat mitigation interface. 

 

• Control Assurance Webpage 

At this point, the level of control assurance will be analysed and evaluated. While the controls are 
being determined, the webpage will assist security analysts in evaluating each control determined 
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based on the d-TM evaluation factors. The platform will calculate the level of assurance after the 
appropriate control assurance factors have been chosen, and then it will save this information in 
the database. As can be seen in Figure 5.15, the level of assurance that is associated with each 
control is detailed in the figure and in the table that is color-coded based on the assurance level.   

Figure 5.15 Control assurance interface. 

The d-TM platform is also being developed to provide additional supporting features, such as a 
Dashboard and the ability to extract the outcomes of each process in a printable version called 
"PDF."   
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5.5 Conclusion 

Cyber threats are increasing these days, attack surfaces are changing due to the continuous 
innovation in technology. Eventually, cyber technologies are running data, where data could be 
operational data or business data, also it can be found in three forms such as under processing, 
traversing over the network or steady in storage. Hence, these data levels and forms are subject to 
cyberthreats, so it needs to be secured. 

d-TM focuses on data, where data levels and their status are the core principles of threat analysis. 
The model considers data as a source of analysis that bridges the research gap in the data-driven 
threat modelling knowledge domain, where some research is either old and lacking today’s attack 
surfaces or focusing on business data only.  

The research model focuses on treats targeting data directly or indirectly, where threats need to be 
identified and prioritized. Further, these threats are determined early by the model due to the 
concept of looking after the weakness that materializes the threat. Eventually, identified threats are 
addressed by suitable controls. 

Lastly, the threats modelling process is empowered by a tool to automate the analysis process, 
which aims to enhance the time and effort to analyse threats targeting data.    
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CHAPTER SIX: THE d-TM EVALUATION 
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6.1 Introduction 

This chapter demonstrates the practicality and effectiveness of the proposed data-driven threat 
modelling (d-TM) approach, three real-world case studies were conducted. These case studies 
involved a Solutions provider, a Cloud-enabled, and a Healthcare organization. These 
organizations are looking to ensure their business revenue and operational experience through the 
adoption of robust security assurance measures. This chapter also provides an overview of the d-
TM implementation process on real industrial case studies and presents observations derived from 
utilizing the d-TM approach to analyse threats in these scenarios. The main objectives of the 
evaluation are twofold: firstly, to assess the applicability and relevance of employing the d-TM 
approach, and secondly, to identify any potential challenges or issues that may arise during the 
implementation of the d-TM approach. Figure 6.1 illustrates an overview of the case scenarios and 
d-TM application used in this chapter.  

 
Figure 6.1. d-TM deployed case scenarios. 

The case scenarios highlighted in the Figure represent different contexts from the industry, supply 
chain, service provider, and healthcare. The d-TM process is deployed manually (human efforts) 
in the first two cases, while the third case study outcome is produced using the d-TM automation 
platform. Each context represents different infrastructure deployments, such as remote, cloud, and 
on-prem deployments. The output of each case study concludes the threat analysis process of the 
d-TM model, including a detailed assessment of the data assets, weaknesses, potential threats, and 
suggested security controls to mitigate threats effectively. Furthermore, despite each 
organization’s unique characteristics, the results across these case studies are compared to confirm 
the thesis objectives and identify similarities to threats and weaknesses faced by these 
organizations. This comparison helps to validate the effectiveness and practicality of the model 
using different real-case scenarios. However, demonstrating consistent results over these case 
studies provides evidence of validation that supports the thesis objective, which is around 
developing an effective data-driven threat analysis model for enhancing cybersecurity assurance.  

The deployment of the d-TM methodology and tool in the case studies was characterized by a 
collaborative approach that began with an informative workshop for stakeholders, ensuring their 
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effective contribution to the process. Stakeholders were primarily involved in the initial phase, 
providing crucial business services and asset data. This phase set a solid foundation for the d-TM 
process. The deployment continued with a structured data collection process, involving extensive 
online meetings and secure communications to gather essential business and infrastructure 
information. The subsequent analysis, threat identification and mitigation phases were 
automatically conducted with the aid of the author - assuming a security expert. The automated d-
TM was applied for the third case study; while the initial two cases were conducted manually. 
However, this evaluation demonstrates a successful integration of stakeholder engagement and 
Author in the application of the d-TM methodology in real-world case scenarios. 

6.2 d-TM Application: A Real Industrial Case Study (Food Supply Chain) 

6.2.1. Case Study Scenario  
The case scenario revolves around a Middle Eastern fast-food chain restaurant, which was 
established in the early 1980s and has since grown to encompass over 300 locations with a 
workforce of 5,000 employees. The organization utilizes the SAP S/4HANA (on-premises) 
platform to manage various aspects of its operations, including restaurants, trucks, material orders, 
and supply chain processes. With the aim of enhancing infrastructure security and performance, 
minimizing downtime, and establishing a robust disaster recovery strategy, the company has 
decided to migrate its sales operations, hosted on the SAP platform, to the cloud. Specifically, the 
organization opts for the infrastructure-as-a-Service (IaaS) cloud model to gain more control and 
flexibility over its assets. By adopting S/4HANA on Google Cloud, the company experiences 
improved system stability, faster extraction of monthly financial reports, and a significant 
reduction in IT helpdesk inquiries. As the organization moves its critical infrastructure and data to 
the cloud, it becomes imperative to identify potential threats associated with this cloud migration 
and determine appropriate security solutions. Figure 6.2 provides an overview of the organization's 
overall architecture, which encompasses both internal and outsourced infrastructure. The sales 
operations are hosted on the Google Cloud platform and accessed by the sales team from local 
networks and restaurants. Each restaurant connects to a wireless network, which, in turn, connects 
to an internet modem. On the other hand, finance and management personnel access the cloud 
using the corporate internet, as do the corporate cloud administrators. Within the cloud platform, 
a virtual firewall instance serves as a cloud gateway for sales operation applications. The cloud 
application utilizes three cloud computing instances: SAP application NetWeaver, a database 
(DB), and storage. However, the remaining services are still housed in the local data center. The 
focus of this evaluation lies specifically on the sales operation that has been outsourced to the 
cloud, as it represents the organization's most critical service.  
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Figure 6.2. The scenario SAP solution architecture. 

 

6.2.2. d-TM Implementation  

The process and outcomes of applying the d-TM model to the case study are presented below. 
However, d-TM does not deploy any infrastructure; it only identifies and analyses threats, 
weaknesses, and related controls. The section represents the flow of the process as well as the 
information generated by each phase. However, a team of two employees of the organization is 
formed for the purpose of the implementation. 

Activity 1 Data Collection  

The d-TM's first activity is looking after the data collection. It relies on the understanding of the 
existing business logic, where interviews with key personnel are conducted, including the head of 
the infrastructure, network, and system admins. Also, this process considers the branch manager 
who uses the PoS machine at one of the branches. This activity aims to identify the critical business 
services and underlying infrastructure. Sales operation is a core function of the company; it is built 
based on the SAP S/4HANA platform (SAP S/4HANA and Business Process Automation, 2023) 
hosted by GCP. The platform is accessed and operated by the company's IT support team. The 
upper part of Table 6.1 shows details of the sales operation, and the lower part represents the 
underlying assets supporting the SAP platform and technical specifications. The table also 
provides a sample list of assets detected by d-TM. 
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Process 
ID 

Process Name and 
Description 

Relevant 
Service ID 

Service Name and Description Service 
Criticality 

Bp0 
 

Sales Operation 
This process is critical to 
the company's business 
continuity, where sales 
operations are the main 
source of revenue for the 
company.  

Bs0 SAP Platform 
This system provides a platform for sales 
representatives to do day-to-day sales tasks 
such as sales, checkout, balance, and 
purchasing. On the other hand, it provides 
management with information about all 
sales data and needs for planning and 
supporting the sales process. 
 

H 

 

Bs0 
Asset details 

Assetid (Name/Role, Brand 
name, SW version) 

Asset Administration 
Mgmt. (port, agent, access, 

privilege) 

Asset Dependency 
Dep. (asset, type, access) 

Agt0(Web Browser, Google 
Chrome, 101.0.4951.54) 

- - 

Agt1(SSH Terminal, Putty, 
0.74) 

- - 

Net0(PoS Internet Modem, 
ZNID, S3.1.135) 

Mgmt. (443, Agt0, W/LAN, 
Local Admin) 

Dep. (Internet link, Exchange, Direct) 

Net3(Cloud vFW, Fortigate-
VM, 5.4) 

Mgmt. ((443, GCP-Console, 
GCP-Shell), Agt0, LAN, 
Security Admin group) 

Dep. (GCP GW, Exchange, Local Network) 

Dep. (Jump-Server, Exchange, Local Network) 

Dep. (SAP Application, Exchange, Local 
Network) 
Dep. (GCP Cloud Portal, Control, Local 
Network) 

Cmp0(Cloud Compute-1, 
SUSE Linux, 15) 

Mgmt. ((22, GCP-Console, 
GCP-Shell), (Agt1, Agt0), 
Remote (Internet), GCP 
Admin group) 

Dep. (SAP Application, Process, Direct) 

Dep. (Cloud vFW, Exchange, Local Network) 

Dep. (Cloud DNS, Process, Remote Network) 

Dep. (GCP Cloud Portal, Control, Local 
Network) 

App0(SAP Application-1, 
NetWeaver, 7.5) 

 Mgmt. ((443, GCP-
Console), Agt0, Remote 
(Internet), GCP Admin 
group) 

Dep. (SAP DB, (Process, Store), Local Network) 

Dep. (Cloud Compute-1, Host, Direct) 

Dep. (GCP Cloud Portal, Control, Local 
Network) 

Table 6.1. Table of critical business processes, services and assets. 

 

Activity 2 Data Analysis  

This activity is the data analysis process of the d-TM; it begins once the information relating to 
the business process is gathered. It aims to identify the related data that supports the identified 
business process. The activity aims to analyse collected information that indicates how an asset 
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handles data at every level and phase. In addition to data presentation while moving across 
platforms. The identified actors are presented below: 

• Business User (aka USR), which refers to any staff of sales, finance, or restaurant front-
end representatives that are using Pont-of-Sales machines. This actor has limited privileges 
and is enabled to access the SAP application for business-related activities such as 
registering or monitoring sales orders. 

• Business Operator (aka OPR), which refers to any IT Staff working for the organization 
that access infrastructure or services for any administration activities such as 
troubleshooting. This actor has a high privilege that enables full control of the asset. 

• Business System (aka SYS), which refers to any system-to-system relationships, such as 
SAP application and SAP DB. Also, CSP automation controllers and organization 
compute. It is a system or process exchanging data using API calls, for instance. The system 
could have full or restricted privileges, which depends on its role. For example, the CSP 
console has full privilege over organization compute hosted in the cloud.  

Collected data at the previous stage is analysed by the team; the outcome is driven by the 
understanding of each asset, actor type, data level and phase. Table 6.2 depicts the Bs0. The first 
row represents the analysis outcome, while business users (USR) generate business data (bD) by 
accessing the service that is hosted on the cloud using the Chrome browser (Agt0) installed on the 
PoS machine; show data at each phase and how it’s stored (Dr), processed (Dp) and transmitted 
(Dt). As a result, the browser is running default configuration and open-source plugins that are not 
used for business purposes, which shows no governance on the existing configuration to control 
software features such as storing sensitive data about sessions information locally with no 
protection or the presence of malicious code that interferes with the browser function such as 
intercept business data or escalate the attack to gain access to the local system. Eventually, this 
could lead to a threat to data while at rest (Dr) or processing (Dp). On the other hand, business 
data is sent over a wireless network that is also shared by the branch staff, who use their personal 
devices to access the Internet. The data, while transmitted (Dt) is at risk due to any compromised 
devices connected to the same network. 

Service (Actor, Asset, 
data-level) 

Data phases information 

Bs0(USR,Agt0,bD) (Dr) Browser saves session information locally, such as certificates, cookies, and history. 
Also, Data is stored in a single user profile for all employees.  
(Dp)Non-business Open-source plugins are installed.  
(Dt) Data is sent over wireless that is used for business and non-business purposes. 

Bs0(USR,Net0,bD) (Dt) PoS Modem is loaded with the default setting except for the wireless setting (WPA2 
encryption). The admin page is open to access from any wireless SSID using HTTP. As 
well as locally stored credentials. 

Bs0(USR,Net3,bD) (Dt) Cloud vFW external interface eth0 is configured with a public IP address using a 
basic setting. Data volume is not restricted. Traffic is allowed based on any source to the 
SAP app using the IP address and port (443). However, the admin console is not accessed 
from the internet. 
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Bs0(USR, Ap0,bD) (Dp) SAP application is running as a system privilege. SAP application uses basic 
usernames and passwords for user authentication. SAP applications exchange data while 
processing over multiple ports with SAP DB.  
(Dt) SAP application data is sent over HTTPS to business users. SAP application data is 
forwarded to Net3 using private VN. SAP application authentication data is sent over 
LDAP protocol. 

Bs0(OPR, Ag1,mD) (Dr) GCP computes, and cloud vFW identification information such as IP, port, and 
username is saved in the putty software for easy access. The private key file for cloud 
computing is stored locally on the system admin machine.  
(Dp) The putty software is installed as a trusted system-level process. The putty software 
does not require any authentication to run. 
(Dt) The putty software sends data over SSH or SFTP based on an IP address as an 
identifier. 

Table 6.2. data level and phase analysis. 

Figure 6.3 represents the business service (Bs0) data flow diagram that shows a business user using 
a PoS machine to access the sales operation application that is hosted in the cloud. The figure 
shows a salesperson using a web browser at a PoS machine to access cloud-hosted services, and 
the data is traversing over multiple assets till it reaches its destination. The figure represents the 
data levels and phases at each asset to facilitate sales operation application. 

 
Figure 6.3. A data flow diagram of a business user accessing the SAP application. 

 

Activity 3 Threat Analysis  

This phase focuses on the threat analysis for the identified critical business service (Bs0). That 
includes identifying weaknesses, related data threats and criticality of identified threats to data. 
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The organization is turning to the cloud for agility and scale-on-demand as they modernize or 
convert their SAP systems (on-prem) to SAP S/4HANA(Cloud). Adding additional cloud services 
or managing hybrid environments expands an organization’s threat surface. Security threats are 
aimed at the SAP Application, the online interface, and PoS devices that link to SAP. Cyber threats 
employ infrastructure as a point of entry to gain access to SAP's sensitive data. SAP does not 
typically give infrastructure security guidelines, and SAP's Security Baseline Template leaves 
these issues to the client to resolve(Fortinet, 2021). As a result, d-TM considers this gap and 
provides the necessary threat assessment to the SAP platform and its surrounding infrastructure.  

The threat analysis process starts by identifying the weaknesses of the data by following the CWE 
reference model. A total of 9 weaknesses are identified, which are relevant to the scenario. The 
evaluation considers two infrastructure assets (Net0 and Net3), an SAP front-end application, and 
two different agent software (Agt0 and Agt1) that are used by organization users to access or 
operate cloud infrastructure. The d-TM approach starts assessing infrastructure from the user end, 
which is subject to many threats. For instance, the business user is using a web browser (Google 
Chrome) that has an asset ID (Agt0) to access the SAP application; Agt0 is assessed to identify 
weaknesses by evaluating the existing configuration, user practices and hosting operating system. 
As a result,  

• The browser is running with the default configuration. 
• Some commercial plugins are installed not related to business. 
• A single profile is used by multiple users for accessing the windows operation system. 
• The PoS machine is using an insecure wireless network; the network is accessed and shared 

with restaurant staff for personal use. 
• The PoS machine data stored in the Windows operating system is accessible by restaurant 

staff. 

Table 5.3, the first row, indicates the weaknesses that were discovered during the inspection of 
(Agt0). The weaknesses are primarily demonstrated as an uncontrolled asset, which provides a risk 
to all data phases (Dr,Dp,Dt) for business data level(bD), as well as management data(mD), if an 
administrator uses this system to access sensitive data or do maintenance. The first weakness 
demonstrates that the browser and the organization lack security control or policy to prevent or 
evaluate any program installed on the browser. Additionally, the information from browser 
sessions, history, and saved passwords are stored locally with no access restriction or encryption, 
thus putting stored data (Dr) at risk. Following the CAPEC reference model, the model determines 
corresponding threats to the data once the weaknesses have been detected. As shown in Table 8, 
there are a total of nine threats that are relevant to the scenario. In addition to threat identification, 
the process aims to determine the criticality of each identified threat. The criticality of each threat 
is determined by the d-TM process using the correlation of three factors (Bt, Tc, and Bi). For 
example, based on the organization’s security engineer, an Adversary in the browser attack shown 
in Table 6.3 does not often occur, but it has been experienced by the organization previously at 
multiple restaurants. This attack could give an attacker a moderate gain by inspecting the traffic 
that is generated by the PoS machine about the sales activity of the branch. also, could lead to 
inspecting the salesman's credentials, which is considered to have a minimal impact on business 
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due to the restricted privilege assigned to PoS sales representative's accounts. However, this 
weakness could provide high gains to attackers and a high impact on the business if the browser is 
used by organization system admins. As a result of this information, considering the browser is 
used by the salesperson, not the admin, the overall criticality of this attack is Low(L), where Bt 
(M), Tc(M), and Bi(L). Lastly, the threat analysis of (Bs0) data is concluded as a threat profile 
table, which contains information on weaknesses, threats and their overall priority as determined 
by the d-TM threat analysis technique. Table 6.3 depicts the format of the threats profile table; it 
is formed of various columns. The columns aim to represent a list of assets evaluated and mapped 
to their weaknesses and introduced threats. Threats and weaknesses are listed with descriptions 
and identifiers in CWE and CAPEC catalogues. The reason for using catalogue identifiers rather 
than custom-generated ones is to provide an industry-understandable language and reference. 
Additionally, the table provides the organization with the criticality of each threat so that a 
mitigation strategy can be devised. 

Assetid 
(Data-level, Data-phase) 

Weaknesses Threats Criticality 
(Bt, Tc, Bi) 

Agt0 ((bD,mD), 
(Dr,Dp,Dt)) 

CWE-494: Download of Code 
Without Integrity Check. 

CAPEC-662: Adversary in 
the Browser (AiTB). 

(M, M, L)=L 

Agt0((bD,mD), (Dr)) CWE-921: Storage of Sensitive 
Data in a Mechanism without 
Access Control.  

CAPEC-196: Session 
Credential Falsification 
through Forging. 

(L, L, M)=L 

Agt1(mD, Dr) CWE-922: Insecure Storage of 
Sensitive Information. 

CAPEC-529: Malware-
Directed Internal 
Reconnaissance. 

(M, M, H)=H 

Net0(md, Dt) CWE-319: Cleartext 
Transmission of Sensitive 
Information. 

CAPEC-102: Session Side 
jacking. 

(M, L, L)=VL 

Net0(mD, Dp) CWE-284: Improper Access 
Control. 

CAPEC-1: Accessing 
Functionality Not Properly 
Constrained by ACLs. 

(M, M, L)=L 

Net3(mD, Dp) CWE-308: Use of Single-factor 
Authentication. 

CAPEC-151: Identity 
Spoofing. 

(H, M, H)=VH 

Net3(bD, Dt) CWE-770: Allocation of 
Resources Without Limits or 
Throttling.  

CAPEC-125: Flooding. (H, H, H)=VH 

App0((bD,mD), Dp) CWE-308: Use of Single-factor 
Authentication. 

CAPEC-151: Identity 
Spoofing. 

(H, M, H)=VH 

App0(bD, Dp) CWE-20: Improper Input 
Validation. 
 

CAPEC-63: Cross-Site 
Scripting (XSS). 

(H, H, H)=VH 

Table 6.3. Threat profile for Bs0. 
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Activity 4 Threat Mitigation 

This activity provides a mitigation course for identified critical threats. The threat is determined 
by the system's weaknesses, d-TM simply suggests evaluating CWE's suggested mitigation 
procedures to establish controls. d-TM perceives detected weaknesses as a source of threats that 
must be addressed. The "Scope" and "Impact" features, which are provided under the "Common 
consequences" section of every weakness identifier, could give needed information about any 
weakness. Moreover, CWE "Potential Mitigation" aids in the comprehension of the required 
mitigation plan. These details provide d-TM a better idea of what the attackers stand to gain with 
this attack and what kind of control they would need. At this stage, however, specialized expertise 
is required to correlate these data to appropriate NIST controls. As a result, security analysts must 
enumerate each relevant NIST security control family using CWE standards' scope, impact, and 
mitigation techniques. Table 6.4 represents the required mitigation controls based on the Bs0 
threats profile. The table includes threats that require immediate attention according to their 
severity. However, the threats assigned a Very-high (VH) score are addressed at this phase. The 
table is focused on four threats to mitigate, which target cloud infrastructure elements (Net3 and 
App0). The threats can be concluded to organization data by account takeover, D/DoS, and 
application input misuse. As a result of understanding implies weaknesses, the controls should be 
within the scope of identity management, resource management, and system data integrity. By 
mapping these scopes to the NIST controls family, the NIST IA (Identification and 
Authentication), SC (System and Communication Protection), and SI (System and Information 
Integrity) controls family. 

Lastly, the table summarizes the assurance level analysis of each control in relation to risks for a 
specific type of data. For example, the control (IA-2) is designed to protect management data 
(admin credentials) from a Credential spoofing attack caused by a lack of strong authentication 
requirements. A multi-factor authentication (MFA) solution is recommended by the control. The 
examination of this control reveals that the solution provides a significant mitigation match to a 
specific threat, which MFA considers to be exceptionally successful. MFA, on the other hand, is 
sometimes difficult to implement due to the necessity for integration with vital systems. The 
outcome of evaluating this control is an eight rating, indicating that the control assurance to the 
firm is extremely high. 

Assetid 
(Data-level, Data-phase) 

Threats  
(Criticality) 

Controls Assurance level 
(Ct, Ef, Cx)=OAL 

Net3(mD, Dp) CAPEC-
151 
(VH) 

IA-2(1)- Identification and Authentication. (H, H, M) = 8 (H) 

Net3(bD, Dt) CAPEC-
125 
(VH) 

SC-5(3)- Denial-Of-Service Protection.  (H, M, L) = 8(H) 

App0((bD,mD), Dp) CAPEC-
151 
(VH) 

IA-2(1)- Identification and Authentication. (H, H, M) = 8 (H) 

App0(bD, Dp) CAPEC-63 
(VH) 

SI-10(5)- Information Input Validation.  
 

(H, H, L) = 9 (H) 

Table 6.4. A table representing threat controls to protect (Bs0) data. 
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6.2.3 Discussion 

The application of d-TM into the studied context is promising. This section provides our 
observation after implementing d-TM into the studied context. 

d-TM Process   

The process begins with an understanding of the business logic, which highlights the criticalities 
of existing systems to business continuity and narrows the efforts to low-priority business services. 
The analysis reveals that the main process for the business revenue is the sales operation, which is 
implemented on a cloud-enabled service platform. This important service is an SAP solution. In 
terms of business logic comprehension, the study used DFD diagrams to demonstrate the 
relationship between corporate cloud-enabled systems and company endpoint assets; the flow 
diagram is shown to ease comprehension of how the underlying technology interacts with data 
directly or indirectly. Furthermore, the connection between cloud systems and research case study 
components such as cloud consoles and cloud computes. The actor scenario described in DFD 
indicates that business users utilize PoS computers running a web browser as an agent to access 
the cloud service application (SAP), where the request is initiated by the agent, the data traverses 
over numerous network elements, locally and remotely (cloud), before being handed over to the 
business application hosted on cloud computing and leveraging cloud storage. DFD components 
for various actors are evaluated to extract and analyse data based on the d-TM concept. The goal 
of this assessment is to evaluate acquired data about running infrastructure and identify relevant 
information about how each asset operates with the data. The process of data collection and 
analysis is based on a security-oriented architecture and code review. The case-study asset 
evaluation is carried out based on the created DFD, which presents the information that could lead 
to a weakness in the asset, resulting in a data threat. For example, Agt0 and Net0 are two critical 
components for running business applications in any branch; they run with basic configuration and 
are not governed by the company. Furthermore, App0's authentication methodology for business 
users relies on usernames and passwords. Similarly, Net3 for operator access.  

Threats and control 

As previously indicated, the company is moving to the cloud to upgrade its on-premises systems 
to the cloud. Cyber-attackers use infrastructure as an entry point to the target's sensitive data. In 
contrast, the SAP application does not provide infrastructure security recommendations or a 
security baseline template, leaving these concerns to the customer to resolve(Fortinet, 2021). The 
threat analysis approach is designed to examine information and DFD diagrams derived from the 
data collection phase. The study gave a sample conclusion of detected weaknesses as follows: 

• Assets: A total of five assets are investigated and regarded as significant components in the 
cloud data path. Data is created either by the business user at the PoS machine or by the 
system administrator using the corporate laptop on the journey to the cloud. The assets are 
Ag0, Ag1, Net0, Net3 and App0. 

• Weaknesses: A total of nine weaknesses are determined out of the five assets. The nine 
weaknesses are investigated to reveal the implied threats to data. 
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Overall, the weaknesses revealed that the organization does not take the restaurants' endpoints and 
network seriously when it comes to security. As a result, endpoints are running an unregulated 
Chrome browser and operating system, putting company data at risk whether it is created or saved 
locally or in the cloud by salespeople. System administrators, on the other hand, share the same 
weaknesses as users who use uncontrolled browsers and support IT tools like "Putty." This could 
be used to store sensitive information regarding an organization’s operational data, such as the 
address of its servers. System administrators' laptops. These weaknesses could have an impact on 
company data when it is in transit, in process, or at rest. An attacker might use the flaws to 
intercept, manipulate, or exfiltrate data in the browser. Furthermore, an attacker may employ a 
malicious plugin to obtain access to system files or conduct a browser MITM attack. 

Regarding data threats, the assessment discovered multiple weaknesses that could be utilized by 
an attacker to impose threats to data while in the cloud. As a result of the d-TM approach, there 
are multiple threats discovered in reference to identified weaknesses. 

• Threats: A total of nine threats are identified out of five assets assessed. The threats are 
targeting data at infrastructure components in different layers such as agent, network, and 
application.  

• Critical threats: A total of four threats are categorized as critical out of nine identified 
threats. The four threats need immediate attention in the case study. Denial of service, XSS, 
and social engineering are critical threats due to weaknesses in two assets (Net3, App0). 

• Data: A total of two cloud assets out of five represent a high risk to data, where threats are 
targeting mainly two data levels, which are management and business data levels. 
Furthermore, the data is at risk in two phases, which are at transit and during the process.  

The research has revealed that there are multiple possible threats within the cloud infrastructure, 
such as virtual cloud instances as application front-end interfaces, namely Net3. This device is 
configured to accept any request and has no means of controlling the volume of incoming traffic. 
This could be due to a constraint on the asset's capabilities or the assumption of the presence of a 
third-party security solution. In our scenario, no solution is available. As a result, D/DoS attacks 
are possible on these internet-facing assets. Cloud business services could be severely disrupted 
because of such an attack. This issue has been rated as an extremely high threat by the d-TM, and 
it must be addressed as quickly as possible. Furthermore, the front-end cloud application lacks a 
validation capability for incoming requests, making the application vulnerable to a Cross-Site 
Scripting (XSS) attack. This attack was also a high-ranking one. Finally, cloud apps and network 
assets rely on credentials that users have memorized; this weakness could lead to a variety of 
threats aimed at users, such as social engineering attacks. On the other hand, if a business user 
credential is taken, the impact is limited; however, this is not the case if the credential belongs to 
a system administrator. Nonetheless, when the system administrator is an actor, this threat is rated 
as extremely high to management data. 

The d-TM model provides the organization with appropriate controls to help mitigate identified 
critical threats.  
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• Controls: Four controls are identified to mitigate the critical threats. The controls are 
mainly looking after authentication improvement, input validation and service assurance.   

The organization is mostly under attack from threats that target system identification mechanisms, 
resource capacity management, and application input control, according to the high critical threats 
presented in the threat profile. As a result, the model suggested a set of measures to help 
organizations deal with the threats, such as implementing multi-factor authentication mechanisms, 
implementing a validation control on user inputs, and obtaining technology to monitor and respond 
to resource misuse.  

6.3 d-TM Application: A Real Industrial Case Study (Service-provider) 

The proposed d-TM is implemented into a real industrial case study. The purpose of this evaluation 
is to determine the applicability of the d-TM in a real-world scenario. The d-TM process is 
systematically applied based on its activities and steps, and various data is analysed to determine 
its validity. A detailed description of the uses case scenario is presented and followed by the 
implementation. 

6.3.1 Case Study Scenario  

TSS is a leading cybersecurity services provider located in the Middle East, providing services to 
banks, government agencies, and commercial customers. TSS offers cybersecurity services such 
as comprehensive cybersecurity solutions, training, managed services, professional services, and 
cybersecurity consultation. The organization is operated by many functions, such as sales, 
marketing, human resources, information technology, professional services, consulting services, 
training, finance, and logistics. It has four offices in various locations, 90+ employees, and a 
revenue of 13 million dollars each year. 

TSS is regarded as a managed security service provider (MSSP) for organizations seeking to 
outsource the monitoring and management of their systems. TSS's primary business is this service, 
which is built on a centralized Security Information and Event Management platform (SIEM) and 
other supporting technologies. This platform serves as a single cybersecurity monitoring solution, 
providing all cybersecurity intelligence for managed client devices. In addition, it gives a detection 
engine for any attack or breach of security policy. The TSS security analysts team handles the 
monitoring and detection platform, with management and incident response. Data is a vital asset 
for TSS, and as a cybersecurity solution provider, they are constantly searching for ways to analyse 
their data architecture against threats and provide superior protection for their and their customers' 
data assets. Figure 6.4 represents the TSS infrastructure topology that serves MSS service. The 
infrastructure is designed in a multilayer approach, where services are connected to network 
devices. The devices facilitate access to users, customer sites and the internet. Traffic in both 
directions to/from services, internet, wan, and customer sites is protected by firewalls. MSS service 
has two layers: front-end (customer-facing portal) and back-end. Customers are accessing MSS 
service using a customer-facing portal hosted in the DMZ zone and protected by the perimeter 
firewall; similarly, the DMZ zone is hosting data collection of customer devices. The TSS analyst 
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team is accessing back-end services using HTTPS and SSH for troubleshooting. However, the 
back-end services are protected by an internal firewall.  

TSS continues to expand its business; as a result, it expands its infrastructure to accommodate 
client devices connected to the internet. Due to increased demand and the nature of the managed 
services TTS offers for its clients, TSS is seeing an increase in the number of cyberattacks targeting 
its services, particularly those connected to its MSS platform. TSS was compromised by multiple 
attacks targeting its infrastructure supporting the Managed Security Service (MSS) platform. 
DDOS attacks and Brute force attacks continuously target MSS services; MSS admins and analysts 
have also targeted victims for account takeover attacks. Nonetheless, TSS is an Anonymous name 
provided due to the confidentiality of the use case. 

 
Figure 6.4. The TSS infrastructure topology. 

6.3.2 d-TM Implementation  

The following section outlines the process flow and outcomes derived from the implementation of 
the d-TM model in the case study. For this implementation, a dedicated team was constituted, 
comprising of  three employees from the organization. The team tasked with executing this activity 
includes the sales director, MSS manager, and Senior SoC analyst, collectively forming the Threat 
Assessment and Security Strategy (TSS) team. 
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Activity 1 Data Collection  

The first component shows the important TSS business services and underlying infrastructure. The 
outcome of this component is summarized in the three tables below. Table 6.6 shows the results 
of understanding business context and priorities, and the focus for the next steps is on MSS 
business service. Where B stands for a business context, Bp stands for business process, and Bs is 
Business service. 

Process 
ID 

Process Name and Description Relevant 
Service ID 

Service Name and Description Service 
Criticality 

Bp0 
 

Sales and Marketing 
 
This process aims to provide 
TSS with all the requirements to 
support sales and marketing 
functions. 

Bs0 
 

Sales and Deal Registration Service 
 
This system provides a service to 
register sales opportunities determined 
by the sales team or business partners; 
the system provides information about 
running or forecasted sales deals such 
as sales stage, gain amount, close date, 
challenges, etc.  
 

M 

Bs1 
 

Marketing Service 
 
This system provides the organization 
with a platform to demonstrate the 
organization's portfolio and announce 
new services, feeds, marketing 
campaigns, and contact information to 
customers visiting the system. Also, 
get customer inquiries, feedback, 
suggestions, etc. 
 

NC 

Bp1 
 

Human Resources 
 
This process aims to provide 
TSS with all the functions 
related to workforce operations 
such hire, retirement, 
compensations, etc. 

Bs2 HR Service 
 
This system provides organizations 
with a platform to operate organization 
employee requirements, i.e., employee 
details, contract, time-off, payroll, 
hire, resignation, etc.  
 

L 

Bp2 
 

Finance 
 
This process aims to provide 
TSS with all the functions 
related to finance, including 
procurements, payments, 
logistics, salaries, ...etc.  

Bs3 Payroll Service 
 
This system provides the organization 
with a platform to manage employee’s 
payroll. 
 

L 

Bs4 Order Management Service 
 
This system provides the organization 
with a platform to manage and operate 
procurements, sales payment orders, 
purchase orders, and other business 
payments, i.e., sales commission. 
 

M 



117 | P a g e  

 

Bp3 
 

Core Business 
 
This process aims to provide 
TSS with all the Functions 
related to providing security 
services to customers, including 
training, managed services, 
solutions, and consultancy. 

Bs5 Managed Security Service (MSS) 
Service 
 
This system provides the organization 
with a platform to monitor and operate 
customer security assets. This system 
is considered as a core business for the 
organization. It facilitates access to 
customer's devices and gets all 
required configuration, logs, and 
events that are used for security 
analysis.  
 

H 

Bs6 Training and Education Service 
 
This system provides the organization 
with a platform to serve customers 
who apply for available training and 
exams by the organization. Also, this 
system is used by internal employees 
for awareness sessions.  
 

L 

Bp4 
 

IT Support Business 
 
This process aims to provide 
TSS with all the Functions 
related to IT infrastructure and 
services supporting day-to-day 
business, including Email, File 
Storage, Collaboration, etc.  

Bs7 Email Service 
 
This system provides the organization 
with a platform to communicate 
internally and externally with 
customers by sending/receiving 
proposals, offers, feedback, etc. 
 

H 

Bs8 Collaboration Service 
 
This system provides the organization 
with a platform to communicate 
internally and externally by 
voice/video, i.e., conferences. 
 

M 

Bs9 Shared Storage Service 
 
This system provides the organization 
with network storage to store and 
exchange files, i.e., shared drives and 
folders. 
 

L 

Table 6.6. Business services and processes table 

In reference to the above table, TSS is considering two services that are important to running the 
business. The scope of analysis below focuses on MSS service, which has Bs id ‘5’ and is ranked 
as a critical service to TSS. Table 6.7 shows the infrastructure components of the MSS service as 
well as technical specifications. The table provides a sample list of assets, as well as assets detected 
by d-TM. Later stages concentrate on the MSS Customer console application, which TSS 
customers use to analyse their security requirements. 
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Bs5 
Asset details 
Assetid (Name/Role, Brand name, SW version) 

Asset Administration 
Mgmt. (port, agent, access, privilege) 

Asset Dependency 
Dep. (asset, type, access) 

Ag0(Web Browser, Mozilla Firefox, 
84.0.2) 

- - 

Ag1(Web Browser, Google Chrome, 
94.0.4) 

- - 

Ag2(SSH Terminal, Putty, 0.6) - - 
Net0(Edge Router-1, CISCO ASR 
1001, IOS 16.10) 

Mgmt. (22, Ag1, LAN & Direct, 
Local Admin) 

Dep. (Edge Router-2, Exchange 
& Control, Local Network) 
Dep. (Edge Firewall-1 & 2, 
Exchange, Local Network) 
Dep. (Internet ISP-1, Exchange, 
Remote Network) 
Dep. (MSS Event Processor 
Server -1,2&3, Storage, Local 
Network) 

Comp0(MSS Customer Console 
Server-1, Lenovo, RHEL 7.5) 

Mgmt. (22, Ag1, LAN and Direct, 
Local Admin) 

Dep.(MSS Console Server-1, 2 
& 3, Exchange, Local Network) 
Dep.(MSS Event Processor 
Server-1, 2 & 3, Exchange, 
Local Network) 
Dep.(DMZ Switch-1 &2, 
Exchange, Local Network) 
Dep.(Edge Firewall-1 & 2, 
Exchange and Process, Local 
Network) 
Dep.(MSS Customer Console 
App-1, Host, Direct) 
Dep.(DNS Server-1, Process, 
Local Network) 

App0(MSS Customer Console App-1, 
IBM Qradar, 7.2) 

Mgmt.(443, Ag0 & Ag1, LAN (Ag0 
& Ag1) and Direct (Ag1), Local 
Admin) 

Dep.(MSS Customer Console 
App-1 
Process & Control, Local 
Network) 
Dep.(MSS Console App-2 &1, 
Process & Control, Local 
Network) 
Dep.(MSS Event Processor App-
1, 2 &3, Process & Control, 
Local Network) 
Dep.(DNS Service App-1, 
Process, Local Network) 

Strg0(MSS Network Storage-1, 
NetApp, 4.0) 

Mgmt.(22 & 443, Ag0 & Ag1, LAN 
(Ag0 & Ag1) and Direct (Ag1), 
Local Admin) 

Dep.(MSS Console App-1, 2 
&3, Exchange, Local Network) 
Dep.(MSS Event Processor App-
1, 2 &3, Exchange, Local 
Network) 
Dep.(Servers Access Switch-1 
&2, Exchange, Local Network) 

Table 6.7. Infrastructure details of MSS service. 
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Activity 2 Data Analysis 

Once the information relating to the business service is gathered, it is necessary to identify the 
related data that support the identified business process. This activity aims to discover useful 
information that indicates how an asset handles data at every level and phase. In addition to data 
presentation while moving across platforms. The identified actors are presented below: 

• Business User (aka USR), which refers to any customer representatives that is using the MSS 
console. This actor has a limited privilege to view and monitor their managed devices' status 
and generate reports and support tickets. 

• Business Operator (aka OPR), which refers to any TSS SoC analyst working for the 
organization to access infrastructure or services for any administration activities such as 
troubleshooting and incident response. This actor has a high privilege that enables full control 
of the asset. 

• Business System (aka SYS), which refers to any system-to-system relationships, such as MSS 
applications and customer-managed devices. Also, systems intercommunications among MSS 
service components. However, the system could have full or restricted privileges, which 
depends on its role.  

Collected data at the previous stage is analysed, and the outcome is driven by the understanding 
of each asset, actor type, data level and phase. Table 6.8 summarises the results of data analysis 
and observation of each identified TSS MSS service component.  
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Service 

(Actor, Asset, data-

level) 

Data phases information 

Bs5(USR,Agt0,bD) (Dr) Browser using default defined configuration, saves session information 
locally such as certificates, cookies, and history. 

Bs5(USR,Net0,bD) (Dt) Router external interfaces are configured as basic as IP address, subnet and 
accept any traffic with full capacity. 

Bs5(OPR,Agt1,mD) 
(Dr) Browser using default defined configuration, saves session information 

locally such as certificates, cookies, and history.  
(Dp) Non-business Open-source plugins are installed. 

Bs5(OPR,Agt2,mD) 
(Dr) Agent has saved credentials for quick access. 
(Dr) Agent has no authentication mechanism.  
(Dp) Non-business Open-source plugins are installed. 

Bs5(SYS,Net0,cD) 

(Dt) Router uses BGP protocol with a basic IP address, subnet for authentication 
mechanism to peer router. 
(Dp) Server is using TSS DNS server for name resolution, and public NTP server 
IP for time sync. 

Bs5(OPR,Net0,mD) 

(Dp) Router is accessed using a basic authentication mechanism of 
username/password while DB is stored locally. 
(Dp) Router management interface is accessed from anywhere in the LAN using 

an In-band management interface. 
(Dp) Multiple credentials is created with full privilege. 

Bs5(OPR,Cmp7,mD) (Dp) Router is accessed using a basic authentication mechanism of 
username/password while DB is stored locally. 

Bs5(SYS,Cmp7,cD) (Dp) Server is using TSS DNS server for name resolution and a public NTP server 
IP for time sync. 

Bs5(USR,APP0,bD) 

(Dt) Application uses TLS 1.2 for encryption. 
(Dp) Application authenticates users using a basic authentication mechanism of 

username and password. 
 

Bs5(OPR,APP0,mD) 

(Dp) Application authenticates OPR using basic authentication mechanism of 
username and password. 

(Dr) Admin credentials are stored in the local DB for access authentication and 
authorisation 

Table 6.8. Data-levels and phases analysis. 

Following the conclusion of the analysis of data assets that support vital services, a data flow 
diagram is produced. Figure 6.5 depicts the business service (Bs5) data flow diagram, which 
demonstrates a business user scenario utilizing MSS service. 
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Figure 6.5. MSS service – Business Data-flow 

Activity 3 Threat Analysis 

During this activity, the threat analysis for the identified key business service (Bs5) is the primary 
emphasis. This covers the identification of data assets' security flaws, associated threats, and the 
criticality of detected data security threats.  

The CWE reference model is used as a starting point for the process of threat analysis, which 
begins with the identification of the data asset weaknesses. As can be seen in Table 6.9, a total of 
seven different weaknesses that are pertinent to the scenario have been discovered. The evaluation 
considers five infrastructure assets known as Ag0, Ag1, Ag2, Net0, and App0. Ag0, 1 and 2 are 
the components that allow customers and operators to access MSS services. In addition, Net0 is 
an essential component for gaining access to the hosted services provided by TSS through the 
internet. App0 is the MSS portal that is utilized to run customer-managed devices. Customers also 
use App0 for monitoring and reporting. The concerns detected during the examination of the 
assessed component are shown in the table below. The first weaknesses are mostly shown using 
unprotected software to access the service. It poses a threat to all data phases for business data 
level (bD) while using Ag0 and management data level (mD) for Ag1 and Ag2, where 
administrators utilize these tools to access TSS assets and extract sensitive data or perform 
maintenance.  

Once the weaknesses have been identified, the CAPEC reference model is used to determine the 
possible threats to the data. Table 6.9 shows that there are a total of nine threats relevant to the 
scenario. The first rows of the table show the detected vulnerability, which is connected to an 
uncontrolled browser that stores sensitive data insecurely and enables any program (aka plugin) to 
be installed without first properly analysing the code's origin and integrity. This program may 
include malicious code that allows an attacker to tamper with browser functionality by exfiltrating, 
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manipulating, or disrupting processed/stored/transmitted data. These attacks are known as 
"Session Credential Falsification" and "Advisory in the Browser (AiTB)".  

In addition to identifying threats, the procedure attempts to determine the criticality of each 
detected threat. The d-TM approach uses the correlation of three elements to determine the 
criticality of each threat (Bt,Tc, and Bi). The format of the threats profile table is given in Table 
6.9; it is composed of several columns. The columns seek to reflect a list of assets appraised and 
mapped to their weaknesses and possible threats. Threats and weaknesses are catalogued with 
descriptions and IDs to CWE and CAPEC. The table advises the company about the criticality of 
each threat, allowing it to design a mitigation strategy. 

Assetid 

(Data-level, Data-phase) 
Weaknesses Threats Criticality 

(Bt, Tc, Bi) 
Agt0 ((bD), 
(Dr,Dp,Dt)) 

CWE-921: Storage of Sensitive 
Data in a Mechanism without 
Access Control. 

CAPEC-196: Session 
Credential Falsification 
through Forging. 

(L, L, M)=L 

Agt1 ((mD), 
(Dr,Dp)) 

CWE-494: Download of Code 
Without Integrity Check. 

CAPEC-662: Adversary in the 
Browser (AiTB). 

(M, M, L)=L 

Agt2(mD, Dr) CWE-922: Insecure Storage of 
Sensitive Information. 

CAPEC-529: Malware-
Directed Internal 
Reconnaissance. 

(M, M, H)=H 

Net0(mD, Dp) CWE-284: Improper Access 
Control. 

CAPEC-1: Accessing 
Functionality Not Properly 
Constrained by ACLs. 

(H, M, M)=H 

Net0(mD, Dp) CWE-308: Use of Single-factor 
Authentication. 

CAPEC-151: Identity 
Spoofing. 

(H, M, H)=VH 

Net0(bD, Dt) CWE-770: Allocation of 
Resources Without Limits or 
Throttling. 

CAPEC-125: Flooding. (H, H, H)=VH 

App0((bD,mD), Dp) CWE-308: Use of Single-factor 
Authentication. 

CAPEC-151: Identity 
Spoofing. 

(H, M, H)=VH 

Table 6.9. Threat analysis of MSS Bs5. 

Activity 4:  Threat Mitigation 

This activity is the final activity in the assessment process. Hence, TSS MSS service cyber threats, 
weaknesses, and its priorities for business continuity are determined by previous activity. d-TM at 
this activity focuses on determining suitable controls that help the management team build a 
mitigation plan to address underlying threats. Also, the assurance level of each determined control 
to the organization security posture. Following the threats profile provided in past activity, security 
analysts must enumerate each applicable NIST security control family utilizing the scope, impact, 
and mitigation methodologies of CWE standards. Table 6.10 shows the necessary mitigation 
controls based on the Bs5 threat profile. According to their seriousness, the threats in the table 
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demanded quick intervention. Threats with a very high (VH) score, on the other hand, are handled 
at this phase. The table focuses on three mitigation threats that target MSS infrastructure 
components (Net0 and App0). Account takeover, denial of service, and asset manipulation are 
examples of risks to organizational data. Finally, the table highlights each control's assurance level 
analysis in connection to threats for a given type of data. 

Assetid 
(Data-level, Data-phase) 

Threats  
(Criticality) 

Controls Assurance level 
(Ct, Ef, 

Cx)=OAL 
Net0(mD, Dp) CAPEC-

151 
(VH) 

IA-2(1)- Identification and Authentication. 
 

(H, H, M) = 8 (H) 

Net0(bD, Dt) CAPEC-
125 
(VH) 

SC-5(3)- Denial-Of-Service Protection. 
 

(H, M, L) = 8(H) 

App0((bD,mD), Dp) CAPEC-
151 
(VH) 

IA-2(1)- Identification and Authentication. (H, H, M) = 8 (H)` 

Table 6.10. Threat mitigation and assurance of MSS Bs5. 



6.4 Automation Evaluation of d-TM model: A Real Industrial Case Study 
(Healthcare) 

This case study is implemented using the d-TM automation platform, unlike the previous two cases 
where the d-TM process is manually implemented using human efforts. This case study aims to 
show the applicability of the d-TM automation tool and identify the added value to the d-TM 
application and challenges where applicable. 

The aims of the evaluation: 

• Feasibility of adopting the d-TM automated tool. 
• Coverage of automated threat analysis and management. 
• Identify weaknesses and associated critical threats. 
• Determine assured threat mitigation strategy. 
• Consolidation of expert opinion about d-TM and its tool 

6.4.1. Case Study Scenario  

The case study is a healthcare provider(Hospital) located in Saudi Arabia. The hospital is ranked 
as one of the leading hospitals in the healthcare sector in 2021. Due to confidentiality reasons, we 
could not disclose the name of the hospital in this research. The hospital’s main goal is to deliver 
patient care that ensures safety and maintains a level of quality. The hospital has become widely 
recognized as a leading institution, in Saudi Arabia and the wider Middle East region. The hospital 
is renowned for its healthcare services in fields such as cancer treatment organ transplants, heart 
diseases, neurological conditions, and genetic disorders. It plays a role as a centre for patients from 
both the country and the surrounding region. 

Healthcare Services 

This case study extensively explores the transformation journey of a hospital that offers both 
inpatient and outpatient medical care. As a leading institution in the field, the hospital has truly 
embraced electronic services to provide exceptional patient care and simplify administrative tasks. 
These services include the following:  

• General e-Services: At the forefront of its digital initiatives, the hospital's general e-
services span across four critical categories. From a certificate verification system, 
ensuring the authenticity of patients' medical credentials, to a dedicated platform for health 
education, the hospital endeavours to disseminate critical healthcare knowledge. 

• Patient e-Services: Tailored to empower patients, the dedicated e-service portal serves as a 
digital gateway. Patients can effortlessly reschedule or cancel appointments, access 
comprehensive medical histories, retrieve previous laboratory test results, immunization 
records, medication prescriptions, and much more. This 24/7 digital assistance proves 
invaluable, especially during emergencies, rendering services at the patient's convenience. 
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• Suppliers e-Services: Fostering transparency and efficacy, the hospital's e-services for 
suppliers streamline the procurement process. With pivotal services like Bid Management 
and Supplier management, suppliers navigate a transparent bidding process, facilitated by 
the government's procurement initiative portal. This advanced-grade scheme adheres to 
stringent guidelines, assuring an equitable and meticulous bidding environment. 

• Telehealth-EMS Services: Embracing the potential of virtual healthcare, the hospital's 
Tele-Emergency Medical Services (Tele-EMS) offers a specialized portal, enabling the 
Hospital’s consultants to virtually collaborate with the EMS Department, addressing 
critical emergency cases with prompt expertise. 

• Employee e-Services: Recognizing the pivotal role of its workforce, the hospital's e-
services for employees are curated to foster accessibility and efficiency. Beyond 
facilitating external email access, services like that enable employees and beneficiaries to 
seamlessly engage with the eligibility and referral system and other health outreach 
services. 

The ‘Patient e-Services’ platform, facilitated by the ‘Careware application’. This application 
serves as a pivotal tool for both patients and the medical staff, centralizing and streamlining access 
to the health information system(HIS). However, as the hospital keeps looking into technological 
advancements in service delivery, it encounters inherent security challenges that must be 
addressed. 

Healthcare infrastructure  

The Careware app is the most critical application to hospital functions. It is hosted in the hospital’s 
data centre and relies mainly on two components: careware-app and careware-db. However, some 
supportive applications integrate with the careware solution to provide a unified console for 
hospital functions. The hospital infrastructure is designed based on multiple layers of technologies: 
Server-farm switches where servers are connected, Core switches, Edge gateway, Distribution 
switches, and Access switches that connect endpoint devices. Careware is accessed and supported 
by hospital infrastructure as illustrated in Figure 6.6. The infrastructure is designed to facilitate 
access to hospital digital services for medical devices, as well as staff workstations using access 
switches. These access switches are connected to multiple switches called ‘Distribution switches’ 
that are scattered over the hospital’s buildings. The core layer consists of two modular switches 
that connect users to servers-farm switches, where hospital services are located, including 
careware applications. However, the core layer also provides access to the internet and WAN using 
an edge gateway(aka next-generation firewall). Additionally, the hospital is using a consolidated 
security deployment for the firewall, due to that the firewall provides two contexts, one to secure 
outbound traffic for the internet, while the second aims to control access to hosted services in the 
data centre. 
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Figure 6.6. The infrastructure supporting the case study business. 

Healthcare challenges  

Due to the continuous integration of modern technologies, the hospital has experienced an increase 
in cyberattacks over the past few months. There are two major types of these attacks. The first uses 
techniques like phishing and social engineering to get access to the Careware app by specifically 
targeting medical users and IT personnel. The second kind of attack uses a technique called service 
fingerprinting to determine the kind and version of software running on the hospital's network, 
which might leave that application vulnerable to attack. Considering these threats, the leadership 
of the hospital has decided to conduct a thorough security assessment with two distinct goals in 
mind: first, to expose any existing weaknesses or flows in the hospital's current digital 
infrastructure, particularly the Careware application; and second, to strengthen the hospital's 
cybersecurity assurance against future threats.  

 
6.4.2. d-TM Implementation  

The d-TM application in this case study is empowered by the d-TM platform. The head of medical 
services and two other hospital employees have been engaged to employ the d-TM concept. The 
following sections illustrate how the process unfolds and the data that is produced at each stage of 
using the d-TM model. 
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Activity 1 Data Collection 

This is the initial activity in the d-TM process; it aims to collect the required understanding of the 
case study digital services and supporting IT infrastructure. This information is collected with the 
support of the hospital’s systems team. Please note that only the systems configuration is intended 
to be gathered in this process, no patient records are needed or collected. This activity is focused 
on two processes: 

• Identifying Critical Services 

In the data collection activity, the initial step involves identifying crucial services. This step's 
objective is to understand the current business operations and the associated digital services. For 
this sake, information concerning operational services is gathered using the d-TM tool. To input 
data into this tool, we utilize the service collection form, which was elaborated upon in a previous 
chapter. Both the research team and the hospital system team handle data collection. Upon 
evaluation, it was determined that the patient e-service, known as Careware, stands out as the 
hospital's most vital asset in delivering services. As criticality of hospital services and their 
significance in service delivery are inputted into the d-TM tool. Figure 6.7 illustrates the results of 
this process. As a result, subsequent evaluations will primarily focus on the Careware application. 

 
Figure 6.7. The output table of identified services supporting the hospital business . 

The Figure presents a ‘Business Services Table,’ which demonstrates collected services, each 
service is accompanied by a brief description that provides insight into its function, and their 
criticality to the hospital functions. Four distinct services are illustrated: General Services, Patient 
Services, Employee Services, and Supplier Services. These services satisfy various stakeholders 
in the hospital ecosystem – patients, employees, and suppliers. The services can be described as 
follows, ‘General Services’ provides foundational functionalities like the storage of patients' 
medical credentials and healthcare knowledge dissemination. While ‘Patient Services’ present the 
most comprehensive, offering a wide range of facilities from routine check-ups to emergency 
services. Moreover, ‘Employee Services’ focuses on making the healthcare system more 
accessible and efficient for hospital staff. Finally, ‘Supplier Services’ is involved with the 
procurement process and supplier interactions, hinting at transparency and efficiency. 
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Eventually, Patient Services’ stands out as being of ‘High’ criticality. This is consistent with 
expectations, as services that directly impact patient health and well-being would logically be 
paramount. While both ‘General Services’ and ‘Employee Services’ are deemed ‘Medium’ 
criticality. While they play significant roles, they might not have the direct and immediate impact 
on patient health as ‘Patient Services’ does. Lastly, ‘Supplier Services’ is categorized as ‘Not 
Critical’. This might suggest that while procurement processes are important, they do not directly 
or immediately impact patient care. 

• Identifying Surrounding Infrastructure 

Having collated information on business services in the preceding stage, it becomes imperative to 
determine the digital infrastructure supporting these critical services. Within the sequence of d-
TM threat analysis, our subsequent action is to pinpoint the foundational infrastructure supporting 
the e-patient service called 'Careware'. Notably, Careware has been distinguished as being of 
paramount significance for the hospital's operational continuity. The methodology to analyse the 
infrastructure surrounding the Careware application is outlined in three sequential steps: 

Step 1 Identifying asset details 

This step is dedicated to gathering detailed information about infrastructure. The information is 
collected by the d-TM tool. This includes information such as the asset's name, its brand, the 
software version, and the associated configuration file. Moreover, every asset is systematically 
aligned with the appropriate d-TM attack layer and is given a unique identification number to be 
identified in the next stages. The table depicted in Figure 6.8 embodies the outcomes of this stage. 
In total, thirteen assets have been identified, all of which underlie the Careware application. 
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Figure 6.8. The output table of infrastructure asset details supporting the patient e-service. 

The Figure details a list of assets associated with a specific service, notably ‘patient e-service’. 
The assets cover a broad range, from browsers (e.g., User_Browser01 and Opert_Browser01) to 
network switches (e.g., GF_Access_Switch01), firewalls, servers, and applications. This proposes 
a multi-tiered infrastructure with a combination of user interfaces, networking equipment, and 
backend servers. 

The table also captures a variety of brands, like MS Edge, Firefox, Juniper, DELL, Apache, and 
Oracle, reflecting a heterogeneous environment. Versions, such as the Juniper devices(e.g., junos 
21.2). The presence of configuration file paths (e.g., collection/config/Agent_EndPoint...) implies 
that configurations for each asset are imported and stored for easier retrieval. However,  Each asset 
has been assigned a unique ID based on the d-TM concept, facilitating easier referencing and 
lookup. This is essential for efficient asset management and tracking. 

Step 2 Identifying asset administration details 

The second step seeks to gather in-depth details about assets registered in the prior stage. By 
obtaining this supplementary information, we gain enhanced insights into the administrative 
properties of these assets. Such data is invaluable as it enables security analysts to recognize the 
mechanisms instituted for managing these resources. Figure 6.9 represents the outcome of this 
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step. This outcome enumerates the registered assets, exposing further details such as management 
IP addresses, ports, and the conditions required for access. 

Figure 6.9. The output table of asset administration details supporting the patient e-service. 

The ‘Data Assets mgmt. Table’ offers a structured view into the management details of various 
assets. This table is evidently categorized to deliver essential information about each asset's 
administrative tasks. Each asset is labeled with an ID, name, and an IP address. This address is 
used to identify the asset in the network and facilitate asset accessibility and management. While 
some assets like ‘User_Browser01’ and ‘Opert_Browser01’ do not have IP addresses or ports 
specified (the reason is that assets are client-end tools cannot assign a dedicated IP).  

Furthermore, Management Agent column details the software or entity that is primarily responsible 
for interacting with the asset. For instance, 'Terminal_Client' is a tool used for accessing most of 
infrastructure assets for administrative tasks. Management Access column describes the type of 
access mechanism in place. Most assets either have 'Direct_Access' or 'Local_Network', indicating 
whether they are accessed directly or via a local network. Management Privilege column details 
the level of authority or access given to the entity managing the asset. Most assets are managed 
with ‘Admin’ privileges, which suggests they are crucial and have higher-level of controls. A few 
assets, especially those with ‘Direct_Access’, are managed with ‘User' privileges, possibly 
indicating more general or low-level tasks. 
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Step 3 Asset Dependency 

The final stage in the asset identification process delves into understanding asset dependencies. 
Recognizing the interdependencies of assets is pivotal for the d-TM process, as assets often need 
to interact with one another to provide access to digital resources. This interrelation, when 
comprehended thoroughly, allows the d-TM platform to generate data-flow diagrams effectively. 
However, the nature of these dependencies is often shaped by the type of asset and its specific 
access prerequisites. Figure 6.10 provides a representation of the outcomes of this stage. This 
figure explains the relationships between assets, indicating their dependencies and type of access. 
For example, the Careware application is reliant on two assets: ‘CarewareAPP_Server01’ and 
‘CarewareDB Application’. The former serves as the direct hosting platform, while the latter 
facilitates processing and is accessed remotely via the network. 

 

Figure 6.10. The output table of asset dep. details supporting the patient e-service. 

The figure represents ‘Data Assets Dependency Table’, which offers a comprehensive overview 
of how different assets within a system are interdependent. This interconnection is crucial for 
understanding the flow and exchange of data, especially in complex digital environments. Each 
entry in the table is associated with an identification number. This identifier denotes a specific 
asset within the system. Three key columns follow the Asset ID: 

• Dep. Asset: This column specifies which assets the primary asset is dependent upon. In 
simpler terms, it indicates the assets that the primary one interacts with or relies upon for 
its functionality. 
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• Dep. Type: This column categorizes the nature of dependency. Most dependencies in the 
table are labelled ‘Exchange’, suggesting a two-way communication or interaction between 
the assets. It represents assets that work in sharing or exchanging data to accomplish tasks. 

• Dep. Access: This column defines how the primary asset accesses its dependent asset. For 
instance, ‘Local Network’ implies that the asset is accessed over a shared internal network, 
while ‘Direct Access’ indicates a more immediate connection. 

For instance, the asset with ID ‘User_Browser01 (Ag1)’ depends on the asset 
‘GF_Access_Switch01 (Net1)’ through an ‘Exchange’ type of dependency, and this access 
happens over a ‘Local Network’. Technically, the end-user Ag1(web browser) exchanges data with 
a network switch that shares these data to other network elements till it reaches the destination 
digital resource.  

Activity 2 Data Analysis  

The Data analysis is the second activity in the d-TM process. This activity aims to analyse collected 
data from the data collection activity to identify data levels and phases for each asset. Furthermore, 
during this activity, the d-TM platform is employed to produce a data flow diagram. This diagram 
maps out the specific data assets that support the patient e-service, capturing intricate details and 
interdependencies. This activity is outlined into two processes: 

• Identify Data Level and Phases 

This process is focuses on data and aims to identify and classify collected asset data to the d-TM 
levels and phases which will be analysed in the next stages. Each asset is evaluated based on the 
three d-TM data levels concept: management, Control, and Business. Once data levels are 
identified for each asset, these identified data levels are inspected to determine the appropriate data 
phase. Data phases are categorized as data at-rest, in-process, and in-transit. The process is relying 
on assessing collected asset config files. Figure 6.11 represents a sample output of the produced 
result, which is due to the enormous size of the output table of this activity. The outcome of this 
process reveals forty-three entries representing assets to data-level/phase mapping. The data level 
to phases analysis shows that management-data as most targeted data for attention, then Business, 
and lastly Control data.  Management data level is crucial to be secured due to the impact could 
cause if it got compromised. In addition to the identified data-levels, data phases are analysed as a 
part of the process. It is important to be identified due to the valuable insights that could bring later 
to the mitigation process.  
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 Figure 6.11. Sample output table of assets data levels and phases for the patient e-service. 

The figure presents a structured overview of data levels and phases associated with various assets. 
The table consists of three primary columns: Asset ID, Data Level, and Data Phase. As well as 
associated configurations denoted as ‘Asset Config’ in each entry. These configurations provide 
more detailed insights into the concerning data of the assets. For instance: ‘set system services ftp’ 
and ‘set system services telnet connection-limit 5’ are configurations specified for ‘Net1’ and 
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‘Net2’ respectively. In addition to the Asset identification, Data levels and phases of each asset 
are presented in second and third columns as follows: 

Data Level: The data level provides context to the type of data related to each asset. The 
classifications and abbreviations are as follow: 

• mD: Management Data, which refers to data concerning the asset's own administration and 
operation. This could encompass access configuration, settings, and operational 
parameters. 

• cD: Control Data, which compresses data exchanges occurring between systems. This can 
provide insights into the interdependencies and interactions between different assets or 
systems. 

• bD: Business Data, representing data originating from business end-users and directed 
towards business services. This may include transactional data, user inputs, or service 
requests. 

Data Phase: It specifies the state in which the data exists. The possible phases include: 

• Dr: Data at-rest, indicating the data is stationary and not being actively used or transferred. 
• Dp: Data in-process, signifying data is currently being processed or used. 
• Dt: Data in-transit, denoting data is being transferred from one location to another. 

 
• Construct Data-flow Diagram 

The d-TM platform incorporates a pivotal feature that allows users to automatically generate Data 
Flow Diagrams (DFDs) for infrastructures supporting critical services. This capability draws upon 
the accumulated data about assets and their interdependencies to construct these DFDs. Figure 
6.12 demonstrates the output of this process for patients e-service, showcasing interconnected 
assets and their relational dependencies. Each dependency is denoted atop the connecting links 
between assets. For example, ‘Ag1’ has a data exchange (denoted as 'E') relationship with 'Net1', 
with the flow direction also indicated. Further, the DFD is structured into clusters based on the d-
TM attack layers. Each cluster is distinguished by a unique colour code. To illustrate, the ‘Agent’ 
layer is represented in a ‘Gray’ hue. The diagram's narrative begins with a ‘USER’ who utilizes 
the ‘Agent’ software to access ‘Network’ resources. These resources interface with ‘Compute’ 
entities that host ‘Application’ components, which in turn, manage data within the ‘Storage’ 
domain.  
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Figure 6.12. The output DFD of the Patient e-service. 

The DFD is detailed and offers an insightful overview of the patient e-service infrastructure. The 
hierarchical structure, starting from the user and delving into storage, provides a clear sequence of 
interactions and dependencies. However, the DFD is a coherent interpretation of how various 
components of an IT system interact and depend on one another. The DFD blocks can be described 
as follows: 

o User Interaction and Agent Layer: 

At the topmost layer, the diagram displays an actor labelled ‘USER.’ This user represents 
medical staff or a system administrator. Notably, there are three potential agent nodes 
(Ag1, Ag2, and Ag3) that user interacts with. It is visible from the accompanying 
information that while Ag1 is utilized by medical staff to access the Patient e-service, both 
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Ag2 and Ag3 are used by system administrators for operational tasks. This divergence is 
vital as it determines the functions and access privileges of different user roles. 

o Network Layer: 

Descending the diagram, the network layer consists of five primary assets (Net1 to Net5). 
These are critical assets that facilitate data exchange, ensuring seamless connectivity to the 
subsequent compute layer. The inclusion of elements like switches (GF_Access_Switch01, 
BLD01_Disti_Switch01, etc.) and firewalls (Edge_Firewall_01) indicates a multi-tiered, 
possibly segmented network design – a best practice in ensuring network security and 
optimizing traffic. 

o Application & Compute Layer: 

There are two distinct nodes: App1 (CarewareAPP) and App2 (CarewareDB), signifying 
the application and its associated database, respectively. The Careware application gives 
its interconnections to multiple preceding layers. Two compute servers, Cmp1 and Cmp2, 
host the application and database. It is evident from the connections that the database server 
(Cmp2) is particularly crucial, given it is connected to both the application and storage 
layers. 

o Storage Layer: 

The last layer indicates the storage node (Stg1). This storage is directly linked to the Cmp2 
server, presenting local storage rather than network-attached storage (NAS) or storage area 
network (SAN). This could imply faster data retrieval times but could also be a potential 
single point of failure if not managed correctly. 

The DFD provides a concise legend detailing diverse types of dependencies, from data exchanges 
(E) to control, process, host, and storage dependencies. These legends are vital for a comprehensive 
understanding of data flow, potential bottlenecks, and security flaws. 

Activity 3 Threat Analysis  

The threat analysis within the d-TM process is a crucial phase, aiming to examine the information 
gathered in earlier activities to recognize weaknesses, potential threats, and the subsequent impact 
they may have on business continuity. Given the complicated nature of digital ecosystems, such a 
systematic approach is imperative to ensure robust threat management. The three sequential steps 
of the threat analysis are explained as follows: 

Step 1 Identify Weaknesses 

This is the first step in the threat analysis activity. This stage is intended to examine collected data 
to identify potential weaknesses. Leveraging detailed insights from identified data levels, phases, 
and associated configurations, the platform identifies a variety of weaknesses that can pose 
tangible risks to the operational continuity of the business. As depicted in Figure 6.13, a thorough 
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analysis revealed a total of forty-six potential weaknesses embedded within the data asset, each of 
which carries implications for business continuity. 

A deeper dive into these weaknesses reveals a skewed distribution across different data levels. The 
Management-data level emerges as the most vulnerable, showing thirty-five out of the forty-six 
identified weaknesses. This suggests that administrative practices and operations might be 
particularly exposed. On the other hand, the Control-data level, representing system interactions, 
displayed two weaknesses. Meanwhile, the Business-data level, which pertains to end-user 
operations and business services, manifested nine specific weaknesses. This distribution 
underscores the need for a heightened focus on the Management-data level, while also considering 
the weaknesses present in the other data levels. 

 
Figure 6.13. Sample output table of identified weaknesses exists in the patient e-service. 
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The figure represents a table of identified weaknesses associated with specific assets within patient 
e-service system, which provides invaluable insights for IT security professionals. The table is 
structured with distinct columns - Asset ID, Data Level, Data Phase, and Weakness Name. This 
layout suggests a thorough effort to categorize weaknesses based on assets, the kind of data they 
handle, the phase of data (whether at-rest, in-process, or in-transit), and the specific weakness 
pertinent to the asset. Apparently, A single asset can have multiple weaknesses. For instance, the 
asset 'Ag1' is associated with different weaknesses across various data levels and phases. This 
highlights the complicated nature of threat landscapes where an asset might be susceptible to 
multiple threats across its lifecycle. On the other side, there are recurring weaknesses across 
different assets, such as ‘Insecure Storage of Sensitive Information’ and ‘Improper Access 
Control.’ This could indicate systemic issues or common weak configurations present in multiple 
components of the system. Furthermore, the analysis does not just list generic weaknesses but 
provides specific issues such as ‘Weak Password Requirements’ or ‘Exposure of Sensitive 
Information to an Unauthorized Actor’.  

In summary, the displayed table indicates a pronounced vulnerability within the Management-data 
(mD) level, highlighting potential risks in the administrative and operational facets of the system. 
These could be primary areas of interest for malicious entities. Additionally, the data phase 
underscores the inherent risks associated with transferring sensitive information through channels 
susceptible to unauthorized interception. 

Step 2 Identify Threats 
This step involves the identification of threats stemming from weaknesses determined in the prior 
step. Each detected weakness is evaluated to identify the associated threat to the data asset. As a 
result of this evaluation, forty potential threats have been identified due to the presence of these 
weaknesses. Predominantly, these threats target the Management-data level, accounting for 32 out 
of the 40 threats, while other threats are distributed among Control and Business data-level. Due 
to the table size, Figure 6.14 presents a subset of these threats with accompanying specifics. 
Important to mention, that the discrepancy between the number of identified weaknesses and the 
subsequent number of threats can arise due to some weaknesses might be repeated across different 
assets, data levels, or data phases, but they all lead to the same type of threat. So, these weaknesses 
are ignored intentionally as the aim is to demonstrate the model applicability and avoiding 
overwhelming results. 
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Figure 6.14. Sample output table of identified threats targeting the Careware system. 

The above figure represents a table that links identified data levels and phases to their respective 
weaknesses and associated threats. Where each asset is clearly identified by its unique Asset ID, 
which aids in tracking and managing weaknesses and threats specific to each asset. The 
weaknesses identified are explicitly mapped to potential threats. This mapping offers a direct 
relationship between weaknesses in the system and potential exploitations. For example, a 
weakness like ‘Improper Access Control’ can lead to a threat like ‘Malicious Logic Insertion’. 
Some weaknesses appear multiple times across different assets, indicating systemic issues. For 
instance, the ‘Retrieve Embedded Sensitive Data’ weakness is recurrent, suggesting a pervasive 
issue in the protection of sensitive data across different assets. Furthermore, the table provides in-
depth details for specific threats. For instance, Threat ID: 117 explains an adversary's potential 
actions and intentions, offering context to understand the threat's significance and mode of 
operation. 

As a sum up of the Data Levels and Phases with their corresponding threats, below is a breakdown 
of the number of threats associated with each data level and phase, as well as some of the specific 
threats targeting them: 

• Management Data (mD): 
• Data at Rest (Dr): 

o Improper Access Control 
o Cleartext Transmission of Sensitive Information 
o Reliance on Insufficiently Trustworthy Component 

• Data in Process (Dp): 
o Use of Weak Password Requirements 
o Exposure of Sensitive Information to an Unauthorized Actor 
o Execution with Unnecessary Privileges 
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• Data in Transit (Dt): 
o Interception 
o Application Fingerprinting 

• Business Data (bD): 
• Data at Rest (Dr): 

o Improper Access Control 
o Missing Encryption of Sensitive Data 

• Data in Process (Dp): 
o Use of Password System for Primary Authentication 
o Improper Isolation or Compartmentalization 

• Data in Transit (Dt): 
o Browser-in-the-Middle (BITM) 

• Control Data (cD): 
• Data in Process (Dp): 

o Dependency on Vulnerable Third-Party Component 
 

Step 3 Determine Threat Criticality 

Threat criticality is determined at this stage; this is the last step in the threat analysis process. The 
threats are evaluated seeking to understand their potential consequences on business continuity. 
This determination is facilitated by the d-TM evaluation criteria, which draws upon specific 
prerequisites for each threat. Subsequently, the d-TM tool conducts an assessment to discover the 
definitive threat criticality level. Figure 6.15 shows a representation of these assessments using a 
color-coded scheme, for clarity. From the prior analysis step, forty threats were detected, and their 
criticalities determined. Among these threats eleven are marked as ‘Dark Red ‘ indicating a ‘ 
potential impact on operations. Additionally, three are labeled as ‘Red ‘ signifying a ‘impact. The 
remaining twenty-one threats are represented in shades of ‘Orange’. Yellow ‘ indicating impacts 
ranging from ‘Medium’, to ‘Very Low’, respectively. 
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Figure 6.15. Sample output table of threat criticalities targeting Careware system. 

The figure above presents a comprehensive analysis of identified threats across various data levels 
and phases, thoroughly linking them to specific weaknesses and subsequently measuring their 
threat criticality. Here below is a focused analysis of the produced critical threats for ‘Patient e-
service’: 

• Top Critical Threats: 

The most recurring threats classified with 'Very High' criticality are 'Malicious 
Logic Insertion', 'Interception', 'Password Brute Forcing', and 'Retrieval of 
Embedded Sensitive Data'. Their presence suggests that the system is susceptible 
to both external attacks aiming to infiltrate or disrupt its operations, as well as to 
internal vulnerabilities that might expose sensitive information. 
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• Most Critical Assets: 

The assets 'Ag3', 'Net4', and 'App1' stand out with multiple 'Very High' criticality 
threats. While threats to ‘App2’ and ‘Cmp1’ are critically ‘high’. This indicates that 
these assets possess a severe risk that needs to be addressed. 

• Data Levels with the Most Threats: 

The 'mD' (Management Data) level consistently emerges with the highest 
frequency of 'Very High' criticality threats. This underscores the notion that 
administrative or operational aspects of the system might be its weak spot, serving 
as valuable targets for potential attackers. 

• Data Phases under Threat: 
o The 'Dr' (Data at-Rest) phase is recurrently associated with 'Very High' 

criticality threats, especially under the 'mD' data level. This suggests that stored 
data—whether it be configuration details, user information, or other vital data 
might be at significant risk. 

o The 'Dt' (Data in-Transit) phase also gathers attention, especially with threats 
like 'Interception', implying vulnerabilities during data transfer. 

In summation, it is evident that these dominant threats primarily target the Management-data level, 
specifically when data is in-Transit or at-Rest. While single threat aims to compromise Control-
data level when in use.  

 

Activity 4 Threat Mitigation 

In the d-TM threat analysis process, the concluding activity is threat mitigation. Its primary 
objective is to identify suitable controls for addressing critical threats. Moreover, this activity 
offers an assurance feature for controls, grounded in the d-TM criteria. This activity consists of 
two sequential steps: 

Step 1 Determine suitable controls 

In the threat mitigation activity of the d-TM process, the initial step is the determination of 
appropriate controls. This stage aims to identify appropriate controls to address critical identified 
threats. The selection of these controls is essentially linked to the weakness’s nature and high-
priority threats determined in the preceding activities. The result of this evaluative stage is the 
recommendation of one or multiple controls uniquely adapted for each detected critical threat. The 
primary emphasis of this assessment is directed towards the top fourteen threats based on their 
severity and potential impact. Figure 6.16 presents the selected mitigation strategies aligned with 
each significant threat. Throughout this evaluative process, an aggregate of twenty-five controls 
was determined, and expressly suggested to protect data against threats deemed to have either 
"Very High" or "High" consequences. It is worth mentioning that the total number of controls is 
not mandatory to mirror the total number of threats, whereas multiple controls might be needed to 
adequately address a singular threat. 



 

 

143 | P a g e  

 
 

 
  Figure 6.16. The output table of threat controls for the careware system. 

The figure above provided a comprehensive details of threat controls associated with specific 
assets, data levels, and data phases. Assets like 'Ag3', 'Net4', 'Cmp1', 'App1', and 'App2' emerge as 
the primary subjects of focus for controls. The threats are subsequently ranked by their criticality, 
with many tagged as 'Very High', implying significant potential impacts. To address these threats, 
specific controls, such as 'Policy and Procedures', 'Remote Access', and 'Account Management', 
have been recommended. Some threats warrant multiple controls, demonstrating the intricate 
nature of the security solutions required. For instance, threats due to ‘Clear-text Transmission of 
Sensitive Information’ have controls emphasizing both 'Remote Access' and ensuring 
'Transmission Confidentiality and Integrity'. In essence, this table serves as a strategic roadmap 
for organizations to identify, prioritize, and address threats with appropriate controls, ensuring that 
key assets remain secure and functional. 

Step 2 Determine control assurance level 

In the d-TM threat mitigation activity, the last step encompasses the evaluation of control 
assurance levels. In this step, every previously identified control undergoes a thorough assessment 
based on the d-TM criteria. The d-TM criteria focus on three factors(completeness, complexity, 
and effectiveness). However, the objective is to determine the reliability and robustness of each 
control in addressing the associated threats. 

The findings from the control assurance evaluation are visually represented in Figure 6.17. This 
figure details a color-coded table that designates the assurance level for every control. From the 
evaluation of nineteen controls, twelve emerged with a high assurance, depicted in the color 
‘Green’. On the contrary, seven controls were designated a moderate assurance level and are 
illustrated in ‘Orange’.  



 

 

144 | P a g e  

 
 

 
  Figure 6.17. The output table of control assurance levels for the careware system. 

The figure above reveals that most threats are countered with "High" or "Moderate" control 
assurance. This indicates a relatively confident stance in the controls' efficacy for these threats. 
While "Moderate" assurance is not necessarily indicative of inefficacy, it is crucial to periodically 
review these controls, especially if they are guarding against "Very High" criticality threats. 
Moreover, "Remote Access Control", "Identification and Authentication (Organizational Users)", 
and "Access Enforcement" are among the controls frequently rated with "High" assurance.  

Finally, the d-TM platform is empowered with multiple additional features that are utilized in this 
case study scenario as follows:  

Feature 1 d-TM Threat Analysis Dashboard 

The d-TM dashboard provides an insightful visual presentation of various components related to 
threat analysis within the d-TM platform. Figure 6.18. Represent a dashboard that visually 
concludes the analysis of one critical service called ‘Patient e-service’. The data is presented using 
a column chart format, with each bar denoting a specific detail associated with threats analysis 
process and their associated components. Also, the Figure shows two pie charts that provides a 
breakdown of the distribution of threats based on their assessed criticality. The categories range 
from "Very High" to "Very Low". The second one offers insights into the assurance level to 
manage threats through determined controls. The assurance level is categorized as High, Moderate, 
and low. 
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  Figure 6.18. The d-TM dashboard of the case study threat analysis process. 

The provided dashboard titled "The d-TM Threats Analysis Dashboard" offers a comprehensive 
visual representation of threat analysis metrics. The visual aids facilitate a quick grasp of the 
quantity and distribution of various parameters, supporting a more informed decision-making 
process. 

• Data Overview Bar Chart: 

• Services: The chart highlights three services. This sets the initial context, implying that 
the subsequent assets, weaknesses, threats, and controls are tied ‘Patient e-service’. 

• Assets: Representing thirteen assets which are the foundation upon which weaknesses 
and threats are identified. 
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• Weaknesses: The significant bar, corresponding to forty-six, indicates the weaknesses 
within the system. This higher count is a cause for concern as it determines potential 
points of exploitation. 

• Threats: Out of the identified weaknesses, forty have been recognized as threats, 
suggesting that most weaknesses can be potentially exploited. 

• Threats by Data Level: A deeper dive reveals that most threats, thirty-two in 
total, target the Management-data level, making it the most vulnerable segment. 
The Control-data level and Business-data level have 3 and 5 threats, 
respectively. This distribution suggests that administrative and management 
practices of the system might be primary targets for malicious actors. 

• Controls: The introduction of twenty-five controls indicates proactive measures taken 
to mitigate identified threats. Considering that there are forty threats and twenty-five 
controls, it is evident that some controls address multiple threats, underscoring their 
comprehensive nature. 

• Threats Criticality Pie Chart: 

The pie chart offers a color-coded representation of threat criticalities. Most threats fall within 
the ‘Very High’ to ‘High’ range, highlighting the urgency and significance of the potential 
risks. This distribution emphasizes the criticality of the identified weaknesses and the 
importance of deploying the necessary controls effectively. 

• Control Assurance Pie Chart: 

This chart provides an assurance breakdown for the identified controls. A substantial portion 
of the controls boasts a "High" assurance level, offering confidence in their efficacy. The 
remainder fall into the "Moderate" category, suggesting they might require further analysis to 
enhance their effectiveness. 

In summary, this dashboard provides an intuitive overview of the threat landscape within the d-
TM process. It underscores the need for robust countermeasures, especially at the Management-
data level, given its heightened weakness. The provided controls, with their high assurance levels, 
signify a proactive approach towards threat mitigation, but the presence of a large number of 
threats with high criticality demands continuous monitoring and adaptation. 

 

Feature 2 Produce Visual Reports 

This feature enables the d-TM platform to generate visual reports of each activity of the threat 
analysis. These reports are important to business stakeholders to share with relevant teams for 
informed decisions and collaboration. Figure 6.19 represents a sample of some generated reports 
for threat analysis. The visual reports can be produced for the following processes: 

o Weakness identification process 
o Threat identification process 
o Criticality identification process 
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o Control identification process 
o Control assurance identification process 

Every report produced by the d-TM processes compresses a holistic understanding of the threat 
analysis, integrating elements such as asset identification, data levels, phases, critical threats, 
and assured controls. 

 
  Figure 6.19. The d-TM visual reports samples for the case study threat analysis process. 

 

6.4.3 Discussion 

This section presents the observations gained after the implementation of the d-TM automation in 
the healthcare case study scenario. The use of d-TM within the examined scenario has a significant 
opportunity. The case study went over activities as follows:  

• Data and Business understanding 

The d-TM concept is based on data, and understanding running organizational data is crucial to 
the threat analysis process. The process consists of four activities, beginning with understanding 
the business functions and its surrounding digital infrastructure. The case study is a healthcare 
organization that utilizes digital services for day-to-day hospital operations. The process identifies 
that they rely mainly on the implemented health information system(HIS) application, which is 
called Careware. The careware is categorized by the d-TM as an extremely critical service to the 
scenario business continuity. In terms of underlying infrastructure supporting careware 
application, the process identifies thirteen assets classified to the d-TM five threat layers as 
follows: Agent(3), Network(5), Compute(2), Application(2), and Storage(1).  
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As d-TM is looking after data running the case study, the second process is to classify collected 
data from the previous process to the d-TM data level and phases. This process assesses the 
collected information, config files and designs to find the proper mapping to the d-TM data 
concept. The process outcomes determined each data level and its phases for each asset; 
management(mD) and business data(bD) are the most common data levels identified, while data 
at rest(Dr) and data in transit(Dt) in terms of data phases. 

Additionally, Data Flow Diagrams (DFDs) are used as visual representations to illustrate the 
connection between Careware applications and organization users. The diagram is employed to 
facilitate the understanding of how the underlying technology interacts with data, either directly 
or indirectly. The actor scenario outlined in the Data Flow Diagram (DFD) indicates that business 
users depend on hospital computers that have web browsers to act as agents for accessing the HIS 
application. In this scenario, the agent representing the business user initiates the request. The data 
then passes through multiple network components before getting to the careware application, 
which is hosted on two computing devices (an application server and a database server) and works 
with locally connected storage. 

• Weakness and Critical Threats 

As business logic is understood in the previous stage, identifying data levels, phases, weaknesses, 
and critical threats is the third process in the d-TM activities. The case study is suffering from 
attacks that target its critical services, in particular, the HIS application. Attackers are considering 
infrastructure, system operators, and end users as a target to break through their defences. The 
threat analysis process is designed to evaluate information and diagrams collected to identify 
weaknesses and impose critical threats. The evaluation of the case study has produced the 
following information: 

• Weaknesses: A total of forty-six weaknesses are identified across thirteen evaluated assets, 
mainly targeting management data.   “Improper Access Control”, “Storage of Sensitive 
Data in a Mechanism without Access Control”, and “Cleartext Transmission of Sensitive 
Information” are considered the most identified weaknesses across critical service data 
assets. 

• Threats: A total of forty threats are determined based on forty-six identified weaknesses. 
Most threats are targeting Ag1, Ag3, and Net4. The process identified several threats, but 
the most common threats included “Retrieve Embedded Sensitive Data”, “Interception, 
Application Fingerprinting”, and “Password Brute Forcing”. 

• Criticality to Data: A total of eleven “very high” impact threats were identified that target 
Ag3, Net4, and App1. where threats are targeting mainly two data levels, which are 
management and business data levels. Furthermore, the data is at risk in two phases, which 
are at transit and while at rest. Moreover, three threats are classified as “high” impacts that 
are applicable to Cmp1 and App2. However, the rest of the threats range from “medium” to 
“very low” impact. 
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In overall, this process identified significant weaknesses inside the organization, suggesting a 
possible unintentional oversight regarding the security of personal computers at the hospital, which 
are used by both normal users and system administrators. There seems to be a tendency to 
underestimate the critical need to implement security hardening measures for both networks and 
systems. From a technical standpoint, personal computers, which are often used for business-
related and administrative functions, are now running software that has not been subjected to 
thorough examination. This software includes web browsers and terminal access tools. This 
exposes business data to potential risks, irrespective of its stage in the lifecycle, including creation, 
processing, or storage. 

The system administrator's workstation presents a weakness that is of special significance. It was 
found that terminal access software is used with saved credentials for crucial network assets 
without proper access restrictions. If these workstations were to be hacked, it may potentially result 
in unauthorized access as a consequence of the credentials being exposed. In a comparable manner, 
network devices have been configured to use non-secure services for both access and data 
transmission, exposing them to flaws associated with Man-in-the-Middle (MITM) attacks. 
Furthermore, our assessment revealed that the Careware application and its hosting servers use a 
basic authentication mechanism. The threats that have been found possess the potential to 
significantly impact the integrity and security of the data discussed in the case study, regardless of 
whether it is being transmitted, processed, or stored. 

• Threat Mitigation 

The previous activities of the d-TM identify weaknesses and critical threats to careware 
applications. Threat mitigation and assurance is the last activity in the d-TM process, where 
suitable controls and assurance to threats are determined. This process mandated the 
implementation of determined controls in the case study to mitigate critical threats. Additionally, 
the controls are evaluated using the d-TM criteria to determine its assurance level to mitigate 
threats. The following illustrates the d-TM threat mitigation and assurance outcomes.  

• Controls: A total of twenty-five controls are determined for fourteen critical threats. The 
controls that are identified in the process target “very high” and “high” classified threats; 
the controls are varied and majorly focus on account management, encryption, and 
organizational security policy enforcement. 

• Control Assurance: The control examination highlights a total of twelve controls out of 
twenty-five are rated as having a “High” assurance to mitigate the threat, and seven controls 
are rated “Moderate”.  

The implementation of d-TM in the case study reveals that the data is susceptible to threats, 
especially as a result of the identified critical threats. Mainly, these threats focus on compromising 
the system's authentication mechanism, the utilization of network unsecured services, and 
deficiencies in security guidelines enforcement. The d-TM process provides examined security 
measures to assure the cybersecurity assurance of the case study. 

 



 

 

150 | P a g e  

 
 

• The Automated d-TM Scalability 

It's essential to highlight how the tool is engineered to adapt and scale with organizational changes, 
such as the integration of new subsystems, services, and data types. The d-TM tool's architecture 
is built with flexibility in its foundation, allowing for seamless updates and expansions to 
accommodate evolving organizational structures and technological advancements. The d-TM tool 
is designed in a modular approach such as data collection, analysis, and mitigation module aka 
application. It enables the addition of new components without disrupting existing functionalities, 
ensuring that the tool remains effective and relevant as organizations grow and diversify.  For 
example, the tool can adopt new services, assets or data without interfering with the existing threat 
analysis process. This change is seamlessly integrated and provides dynamism to the existing 
organizational profile. Furthermore, the tool is designed to adopt different organization personnel 
using a dedicated module called Authentication. This module allows the organization to granularly 
assign different roles and privileges to each personnel in the organization's threat analysis activity 
i.e., business personnel, operator, and analyst. Similarly, The tool exhibits notable flexibility and 
scalability in facilitating threat analysis across the three abstracted data type levels, as well as 
within individual data-level types. This adaptability empowers organizations to concentrate their 
efforts on specific data types as needed. However, while this targeted approach can mitigate risks 
associated with the focused data-level, it may inadvertently expose the organization to threats 
pertinent to other data levels. For example, prioritizing the assessment of business data-level 
threats might safeguard against risks directly impacting business operations, but could leave 
vulnerabilities unaddressed in the management data-level, such as potential asset takeovers. It is 
crucial to recognize that each data type plays a vital role in a thorough threat analysis and 
contributes significantly to the organization's overall security posture. Ensuring a holistic approach 
that encompasses all data levels is essential for maintaining comprehensive protection against 
diverse threats. This inherent scalability ensures that the d-TM tool can continuously provide 
comprehensive threat modelling and analysis, even as organizations undergo significant changes 
and expansions. 

 

• The d-TM Expert Opinion 

Expert opinions are primarily sourced from the third case study, which is considered suitable 
because it aligns with the adoption of the tool. Cases one and two were conducted long before the 
tool was created. Moreover due, to time constraints and a lack of survey participants, from the 
company a survey couldn't be conducted. Hence only case study three was fully explored. The 
expert opinion is part of the d-TM evaluation process, these individuals possess extensive 
experience in networks, systems, and cybersecurity within diverse organizational contexts. these 
experts contributed to a comprehensive evaluation of the tool across multiple criteria, affirming its 
effectiveness, automation, and usability. Their feedback was instrumental in affirming the d-TM 
tool's strengths in identifying and mitigating threats effectively and efficiently, as well as its 
adoptability in integrating new organizational data and systems. The depth and breadth of their 
professional experience were essential in critically assessing the tool’s capacity to streamline threat 
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modelling processes and enhance organizational security postures. The evaluation is conducted by 
five experts using a set of questions as attached in Appendix A. The outcome of this evaluation is 
summarized in Table 6.11. 

 

Criteria 1: Strengths and Weaknesses  Expert Responses 
1- How effective do you find the d-TM in identifying 
and mitigating threats across various organizational 
data types? 

• Very Effective: 80% (4 out of 5 
respondents) 

• Somewhat Effective: 20% (1 out of 5 
respondents) 

2- Can you quantify the coverage of organizational 
assets by the d-TM in your threat analysis? (e.g., 
percentage coverage) 

• More than 90%: 60% (3 out of 5 
respondents) 

• 76% - 90%: 40% (2 out of 5 respondents) 

3- Have you encountered instances of false positives 
or negatives in threat detection with d-TM? Please 
provide estimates. 

• Rarely: 80% (4 out of 5 respondents) 
• Occasionally: 20% (1 out of 5 respondents) 

4- How many threats were identified from three 
levels of data, i.e., data --management, control ...? 
(open question) 

• Respondents reported identifying an 
average of 15-20 significant threats across 
data management, control, and other levels. 

5- How effective are the threat assessment layers, 
i.e., agent, network, ..etc?  

• Very Effective: 60% (3 out of 5 
respondents) 

• Somewhat Effective: 40% (2 out of 5 
respondents) 

6- How useful to measure the level of assurance for 
the d-TM proposed Control? 

• Very Useful: 80% (4 out of 5 respondents) 
• Useful: 20% (1 out of 5 respondents) 

 
Criteria 2: Level of Automation and Efficiency  
1- To what extent does the d-TM tool automate the 
threat management process in your experience? 
(Scale from 1 to 5) 

• 5 (Fully Automated): 80% (4 out of 5 
respondents) 

• 4: 20% (1 out of 5 respondents) 
 

2- How significant was the reduction in human effort 
after implementing the d-TM tool in your threat 
analysis processes? (Quantify in terms of percentage 
reduction) 

• More than 90%: 40% (2 out of 5 
respondents) 

• 76% - 90%: 60% (3 out of 5 respondents) 
 

Criteria 3: Adoption of Open Intelligence  
1- How do you assess the usefulness of adopted 
standards and open intelligence sources that are 
integrated into the d-TM tool in threat management? 

• Very Useful: 80% (4 out of 5 respondents) 
• Useful: 20% (1 out of 5 respondents) 

 
Criteria 4: Adoptability of the d-TM tool  
1- What has been the learning curve for new users 
adopting the d-TM tool in your organization? (Scale 
from Easy to Difficult) 

• Easy: 60% (3 out of 5 respondents) 
• Moderate: 40% (2 out of 5 respondents) 

2- Are the manual documentation and support 
provided with the d-TM tool sufficient for effective 
use and troubleshooting? 

• Very Sufficient: 60% (3 out of 5 
respondents) 

• Sufficient: 40% (2 out of 5 respondents) 
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3- How effective to visualise the data assets 
dependency using DFD of d-TM in understanding 
organizational infrastructure? 

• Very Effective: 80% (4 out of 5 
respondents) 

• Somewhat Effective: 20% (1 out of 5 
respondents) 

 
4- How difficult to generate the threat register using 
d-TM? 

• Easy: 80% (4 out of 5 respondents) 
• Moderate: 20% (1 out of 5 respondents) 

5- How do you benefit from using d-TM compared to 
previous practice? (open question) 

• All respondents highlighted significant 
improvements in threat detection, analysis 
efficiency, and overall cybersecurity posture 
as key benefits. 

Table 6.11. Overview of d-TM tool feedback. 

The table reflects a predominantly positive reception of the d-TM tool among the expert 
respondents, with a particular emphasis on its effectiveness, automation, and integration of open 
intelligence. 

Criteria 1: Strengths and Weaknesses The majority (80%) of experts rate the d-TM as very 
effective in threat identification and mitigation, suggesting a high level of confidence in the tool's 
capabilities. With 60% of respondents also reporting more than 90% coverage of organizational 
assets, the d-TM tool demonstrates a comprehensive reach within organizational infrastructures. 
A noteworthy 80% of experts rarely encountered false positives or negatives, indicating the tool's 
accuracy. However, a small percentage did occasionally encounter inaccuracies, highlighting a 
potential area for improvement. The detailed identification of threats across multiple data layers 
suggests that the d-TM tool offers a nuanced analysis, which is critical for thorough cybersecurity 
assessments. 

Criteria 2: Level of Automation and Efficiency The level of automation is highly rated, with 
80% of experts finding the d-TM tool to be fully automated. This underscores the tool's efficiency 
in streamlining threat management processes, reducing the need for manual intervention, and thus 
minimizing the potential for human error. The significant reduction in human effort, with 60% of 
respondents noting a 76% - 90% reduction, further underscores the d-TM tool's value in optimizing 
resource allocation. 

Criteria 3: Adoption of Open Intelligence The high utility of open intelligence sources within 
the d-TM tool, as reported by 80% of experts, suggests that the tool is adept at incorporating and 
leveraging external security standards and intelligence in its threat management processes. 

Criteria 4: Adoptability of the d-TM tool The adoptability of the d-TM tool is positively 
received, with the majority of users finding it easy to moderate to learn. This points to a user-
friendly interface and suggests that the tool can be integrated into organizations without an 
extensive learning curve. The sufficiency of the manual documentation and support, as rated by 
respondents, is critical for ensuring that users can effectively utilize the tool and troubleshoot 
issues independently, reinforcing the tool's practical value. 

Furthermore, figure 6.20 below presents a bar chart representation of the expert responses on 
various criteria based on the data provided. The green bars indicate a higher effectiveness, 
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automation, usefulness, or ease, as opposed to the blue bars which indicate a lower score in each 
respective category.  

 
Figure 6.20. The expert opinion feedback. 

In summary, the analysis of the table indicates that the d-TM tool is highly regarded in terms of its 
efficiency, effectiveness, and usability. The findings suggest that the tool's design and capabilities 
are well-aligned with the needs of cybersecurity professionals, offering a scalable and adaptable 
solution for comprehensive threat management. However, the occasional incidence of false 
detections and the moderate difficulty reported by some users provide areas for further refinement 
to enhance the tool's precision and user experience. 

6.5 Comparison with the other works 

This section provides an overview of the evaluation summary of the d-TM, focusing on its 
similarities to previous works and the additional value it brings. The objective is to identify the 
strengths and weaknesses of the concept and its application. The comparison evaluated the 
assessed case situations with relevant literature. 

• Application of d-TM 

Threats to an organization’s infrastructure may be comparable, particularly if they use the same 
digital paradigm, such as healthcare or cloud-enabled technologies. The research discussed three 
case scenarios for different industries that aim to evaluate d-TM concept applicability over a wider 
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range of industries. The cloud case study assessed by the research reveals two weaknesses that are 
highlighted by The OWASP "Top 10 cloud risks"(Cisco, 2015), which are "User Identity 
Federation" and "Infrastructure Security". Furthermore, the Denial-of-Service(DoS) attack is 
discovered in the same scenario and has been recognized by other scholars’ research, such as 
(Alexander and Wang, 2019), (Alouffi et al., 2021),(Giannoutakis et al., 2020). Additionally, the 
three case studies discussed the threats to organization identity management, which are also 
revealed by the assessment, which is similarly determined by (Lakhanpal, 2020) (Ganiga et al., 
2020) in his research, where he stated that account takeovers are a frustrating security issue in 
distributed computing since they are usually difficult to detect. In the healthcare scenario, (Newaz 
et al., 2022) highlights “interception” and “unauthorized remote access” as top attacks that could 
be exploited due to software vulnerability or malicious software. Revealed attacks and caused 
weakness are also identified in the d-TM evaluation case study. Furthermore, the consequences of 
insufficient account management and intermediate network device misconfiguration are even more 
difficult to trace and mitigate. However, most of the similarities in detected threats are related to 
applications or systems, not overall digital assets interacting with data. Nevertheless, the d-TM 
analysis was also able to uncover additional threats that were not covered by others, which are 
related to data and underlying infrastructure, such as Agent(Ag) used to access applications or 
administrative tasks and Network(Net) misconfiguration in our scenarios. d-TM also provides 
superior value due to provided features, including the layered attack approach, enhanced DFD 
presentation, and mapping threat analysis outcomes to industry standard catalogues, weaknesses 
based on MITRE CWE, threats described by MITRE CAPEC, and  NIST 800-53 controls for 
mitigation. 

• Automation of d-TM 

The automation capability is one of the key strengths of the d-TM model. Unlike many traditional 
threat modelling approaches that heavily rely on manual processes, d-TM modernizes and 
advances threat analysis using a dedicated automation platform. This platform is designed to 
automate the d-TM threat analysis process. The foundation of the d-TM process relies on three 
features, data collection, threat analysis, and automation features. 

Data Collection: The d-TM platform provides crucial features to existing models by actively 
engaging technical and business stakeholders through the data collection process, ensuring that 
essential information is gathered efficiently. Where it guides platform users through a sequence of 
input forms designed to extract critical insights about the organization's business processes, and 
digital infrastructure which are vital for a comprehensive threat analysis. 

Threat Analysis: Once the information is gathered, the tool guides the security analyst over a 
sequence of linked forms that are mapped to the d-TM threat analysis process and provides 
required directions and insights to identify weaknesses, threats, and suitable controls. The platform 
is empowered by an automated algorithm to identify threats criticality and control efficiency 
towards determined controls.  

Automation: There are multiple tools that are used by industry and scholars to aid in threat 
modelling process, these tools could open-source or commercial. Table 6.12 represents a 
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comparison of threat modelling automation aspects between d-TM platform and some of common 
threat modelling tools in the industry. However, In the comparative table, the tools under study are 
acknowledged as some of the leading threat modelling tools currently embraced by the industry, 
as noted by (Kirvan, 2023). Please note, the evaluation of these tools was thoroughly carried out 
by examining their official documentation and empirical evaluations carried out within the 
researcher's lab environment. The main goal of this investigation is to find similarities and 
recognize constraints to the d TM tool for future advancement, while still acknowledging the 
importance of other tools, in the field. 

Aspects\Tools 

OWASP Threat 
Dragon 

(OWASP Threat Dragon | 
OWASP Foundation, 

2023) 

Microsoft Threat 
Modelling 

(Microsoft Threat 
Modeling Tool overview 

- Azure, 2022) 

IriusRisk Threat 
Modelling 

(Threat Modeling 
Platform, 2023) 

 

d-TM 

Data-Driven 
Threat Modelling 

 Use Case 
Understanding        Technical Driven              Technical Driven          Technical Driven         Business and 

Technical Driven  

 Focus                    Systems and 
Applications               

Systems and 
Applications               

Systems, 
Applications,            
and Business Data  

Data-Driven                   

 Asset Details         Basic Details (such 
as name, role, etc.)                 

Basic Details (such 
as name, role, etc.)                 

Basic Details (such 
as name, role, etc.)                 

Comprehensive 
Details (e.g., OS, IP, 
Dependencies, etc.)  

 Threats Models 
used     STRIDE            STRIDE            STRIDE            d-TM              

 Threat Catalogue  No (Manual entry)       No (Manual entry)       
Yes – multiple 
catalogues, i.e., 
CAPEC       

Yes - CAPEC       

 Threat Root 
Cause        No                       No                       Based on CWE  Based on CWE           

 DFD Construction 
and Concept  Manual Generated                 Manual Generated                 Manual Generated                 

Automatic based on 
Data Asset 
Dependency   

 Threat Layers                 No (based on Expert 
Judgment)  

No (based on 
Expert Judgment)  

Asset based - 
Unguided (Based on 
Assets and Expert 
Judgment)  

Defined and Guided 
(Five layers)    

 Criticality           Manual, Expert 
Judgment  

Manual, Expert 
Judgment  

Based on CIA and 
Ease of Exploitation  

By d-TM Three 
Factors    

 Mitigation           Yes (Manual based 
on Expert Judgment)  No Yes - Multiple 

Standards, i.e., NIST Yes - NIST 

 Control 
Assurance            No                     No No Yes, Driven by 

Three Factors  

Table 6.12. Overview of d-TM tool to some existing tools. 

• Visualization in d-TM 

The visual output produced by d-TM, is a distinguishing feature that sets it apart from other threat 
modelling approaches. The d-TM platform provides data-centric insights for each process 
outcome. Each activity in the process of threat assessment is visualized in a comprehensive color-
coded table that combines the current process outcome and any previously relevant identified data. 
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This thoughtful design allows users to generate tailored outputs for distinct aspects of the process, 
whether it is related to critical business services, infrastructure inventory, or identifying 
weaknesses and threats. Moreover, the d-TM platform is considered a step further with its 
automated produced Data Flow Diagrams (DFD). The diagrams provide an advanced way of 
visualizing how data moves within an organization. By representing data dependencies among 
various assets, the platform helps platform users to comprehensively understand the data asset 
interactions. Also, the d-TM platform also empowers users to create visual reports for each 
process. These reports serve as a powerful tool for sharing threat assessments with relevant 
stakeholders. 

• Usability of d-TM 

Usability is a significant aspect of the d-TM threat modelling approach; it places a strong emphasis 
on making the threat analysis leveraged by a user-friendly interface and easy-to-access 
implementation. The d-TM interface is designed to guide users through its process effectively. It 
ensures that technical stakeholders can provide the necessary information without requiring 
extensive knowledge of threat modelling. Furthermore, leveraged automation capabilities in d-TM 
reduce the burden of manual data collection and analysis, making threat modelling more time-
efficient and less labour-intensive. This enhances usability for organizations with varying levels 
of technical expertise. Also, d-TM's usability extends to non-technical stakeholders, such as 
business decision-makers. The visual output, including DFDs, intensive insights tables, and 
produced reports simplifies the communication of threat analysis outcomes, fostering a shared 
understanding of cybersecurity risks.   
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CHAPTER SEVEN: THE CONCLUSION 
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7.1 Introduction 

The modern industry landscape is distinguished by a high reliance on data and digital technologies, 
with organizations increasingly viewing data as a strategic asset. This digital evolution has 
contributed to an increase in cyber risks, requiring proactive and efficient cybersecurity solutions. 
The Data-driven Threat Modelling (d-TM) approach is proposed in this thesis, which represents 
significant advancements in the field of threat modelling and cybersecurity assurance. By 
acknowledging the fundamental importance of cybersecurity in modern digital surroundings, 
where businesses are continuously at risk from cyberattacks that could disrupt their business 
continuity. A comprehensive review of existing threat analysis models and practices is conducted 
in this thesis, which identifies certain gaps and limitations, particularly in addressing data-related 
threats and evaluating the effectiveness of security controls. In this concluding chapter, we 
summarize our research findings and reveal the d-TM model's novel contribution that demonstrates 
its critical role in enhancing the field of threat modelling in particular focusing on data-driven 
threat analysis and cybersecurity assurance. 

7.2 Fulfilling Research Questions 

This section presents how the research questions, have been comprehensively addressed and 
fulfilled through the development and validation of the d-TM model. Each question is revisited 
with a concise summary of the methodologies employed and the key findings that contribute to 
the resolution of the stated inquiries. 

7.2.1 RQ1: What are the existing gaps in the state of the art with regard to threat modelling 
approaches? 

The exploration of existing threat modelling practices revealed several gaps, such as analysing and 
managing data-related threats. The d-TM model, through its innovative use of open intelligence 
sources, threat layers, actors, and automated analysis, directly addresses these gaps. With that, the 
d-TM model enhances the adaptability and efficiency of threat analysis and management practices, 
thereby offering a substantial advancement over traditional methods. 

7.2.2 RQ2: What are the various types of organizational data that need to be analysed? 

In response to the second research question, the d-TM model employs a comprehensive data 
mapping strategy that identifies and categorizes various types of organizational data. This strategy 
includes an in-depth analysis of business data, and operational data at any stage of its lifecycle, 
thereby ensuring a holistic approach to threat identification and analysis. This process not only 
meets the objective of enhancing organizational data understanding but also lays a foundational 
framework for effective threat modelling. 

7.2.3 RQ3: What are the various types of organizational data that need to be analysed? 

By employing a data-centric approach, the study distinguishes data into distinct levels and phases, 
ensuring a thorough examination of weaknesses and threats across all types of data assets. This 
methodology not only highlights the critical data types within an organization but also enhances 
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the precision of threat analysis. In detail, the approach involves a detailed process of data mapping 
and categorization, which is foundational to the model's effectiveness. This process begins with an 
extensive assessment of the organizational data ecosystem, identifying various data types in three 
abstraction levels, such as business data, control data, and management data. Furthermore, the 
model analyses how these various data types interact within the organizational ecosystem, 
including their flow through different systems and networks. This holistic analysis is facilitated by 
the model's use of data-driven Data Flow Diagrams (DFDs), which visually represent the 
movement and interaction of data across the organization. In summary, this abstract categorization 
ensures that all potential data sources are considered, providing a holistic view of the organization's 
data landscape, and thereby fulfilling the research question's objective. 

7.2.4 RQ4: How can the identified threats be prioritized to determine the appropriate level 
of assurance for effective mitigation? 

The d-TM model introduces a novel methodology for the prioritization of threats, incorporating 
Three factors, i.e., Business-as-a-target (Bt), Threat complexity (Tc), and Business Impact (Bi). 
These factors enable d-TM to integrate business and technological understanding into the 
prioritization process. This methodology enables organizations to allocate resources effectively, 
focusing on mitigating the most critical threats first. This approach not only optimizes resource 
utilization but also ensures that the level of security assurance is aligned with the organization's 
risk tolerance and business objectives. 

7.2.5 RQ5: To what extent can threat modelling be automated to enhance its effectiveness 
and facilitate wider adoption for overall security assurance? 

The d-TM model presents a significant advancement through the development of an automated 
tool. This tool streamlines the threat analysis and management process, including the whole Four 
activities, i.e., data collection, data analysis, threat analysis, and threat mitigation, making it more 
efficient and adaptable to a wider range of organizations. The automation of threat analysis and 
the generation of actionable insights facilitate a significant feature of cybersecurity practices, 
enhancing the model's effectiveness and its adoption in real-world scenarios. 

By systematically addressing each research question, this thesis contributes valuable insights and 
methodologies to the field of threat modelling and analysis. The development and validation of 
the d-TM model, supported by Three real-world case studies, underscore the model's effectiveness 
in enhancing organizational security assurance through innovative, data-driven threat analysis and 
mitigation strategies. 

7.3 Fulfilling Research Objectives 

The proposed d-TM model has been developed and validated using three real-world case scenarios 
to meet the primary objective of this research to 

 “Develop an innovative and automated data-driven threat modelling approach that empowers 
organizations to effectively address data-related cybersecurity threats for overall security 
assurance”.  



 

 

160 | P a g e  

 
 

To ensure the research aim is satisfied, the objectives were specified as: 

7.3.1 Enhance the understanding of organizational data  

The first objective is to empower organizations with a comprehensive understanding of business 
running data. this objective is fulfilled by the d-TM model as follows: 

• Comprehensive Data Mapping: the model identifies and categorizes data types, locations, 
and dependencies across three levels of abstraction. 

• Asset Identification: within the d-TM process, data assets are identified and classified into 
five asset types(Agent, Network, Compute, Application, and Storage). These assets 
represent the data lifecycle from user endpoint to data storage. 

• Visual Representation: d-TM extends its analysis with visual representations of data assets 
and their relationship in perspective to data. The presentation is produced as a Data Flow 
Diagram (DFD). This visual representation leverages a comprehensive understanding of 
data flows and their interactions within the organization. 

7.3.2 Develop an innovative data-driven threat analysis modelling approach  

The core objective was to create a novel data-driven threat analysis modelling approach that 
capitalizes on data to evaluate and strengthen cybersecurity assurance. This entailed the 
conceptualization and producing a model in which data stands paramount within the threat analysis 
procedure. 

The d-TM presents a significant value to existing threat models due to the many features that 
empower the model. The model considers business processes and services as the initial reference 
point to analyse threats, which is overlooked by existing contributions. It also defined attack layers 
and data levels for the threat analysis. D-TM adds another excellent value compared to other 
models that keep attack surfaces to expert judgments, which could result in inconsistency in 
reproducing results or overlooking a necessary attack surface. As a result of business processes, 
services and layered enabled infrastructure understanding, d-TM translates this information to a 
data-driven DFD diagram that presents data types and phases of any infrastructure asset. A data-
driven leveraged DFD provides an important advantage to any organization, traditional 
application, or as-set base DFD used in most research is lacking the feature of data level and phase. 
The threat analysis process considers weaknesses identification based on CWE KB, which is later 
used to determine implied threats to data; the threats also take advantage of CAPEC KB. d-TM 
provides a new way to identify the criticality of each threat, the criticality is determined using three 
necessary factors: Bt, Tc and Bi. These factors enable d-TM to integrate business understanding 
into the prioritization process. Lastly, identified critical threats are evaluated to determine suitable 
controls and their assurance of business objectives. None of the discussed research considers 
Three-data levels, data-oriented DFD, Three-Actors use cases, five attack layers (especially 
Agent), and common KB to analyse data threats. However, d-TM is based on data, so the identified 
risks are both generic and unique in our case. Furthermore, d-TM is leveraged with automation 
tools to enhance the applicability of the d-TM process for industry use. Table 7.1 shows a 
qualitative comparison of d-TM with existing threat models. 
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Factors\Models  PASTA  STRIDE  d-TM  
Threat Modelling  
Methodology 

Attack-Centric  Threat-centric  Data-Centric  

Threat Modelling 
Stages 

7  N/A 4 

Consideration of 
Business 

Yes  No  Yes  

Identification of Threats 
Criticality  and Control 

Yes  No  Yes  

Data-enabled DFD No, System or 
Application 

No, System or  
Application 

Yes, Data, System and  
Application 

Process Automation No Yes Yes 

Identification of Attack 
Surface  

Attacks to: 
- Network  
- Compute  
- Application  

Threats to : 
- Compute  
- Application  

Threat to Data in : 
- User-agent  
- Network 
- Compute  
- Application 
- Storage  

 
Data Area of Focus 

 
Single category, 
three phases  

 
Single category  

 
Three categories:  
Management/Control/Business,  
Three phases.  

 
Threat Modelling  
Components 

 
- Business  
- Asset/Application  
-  Motivation/ 
Scenario  
- Vulnerability  
- Control  

 
- Asset  
- Vulnerability   
- Threat  
- Control   

 
- Business/ Asset  
- Data/ Vulnerability  
- Threat  
- Control  
- Assurance  

Table 7.1 Existing threat modelling to d-TM overview(Alwaheidi, Islam and Papastergiou, 2022). 

7.3.3 Validate the effectiveness of the proposed threat modelling approach  

To demonstrate the effectiveness and practicality of the proposed data-driven threat modelling (d 
TM) methodology we conducted three real-world case studies. These studies covered sectors, 
including an IT solutions provider, a supply chain integrated with cloud technology and a 
healthcare facility. Although each organization had functions, they all shared a common goal; to 
enhance their business revenue and ensure a flawless operational experience by implementing 
robust security protocols. 

Chapter 6 explains how the d TM methodology was implemented in these world industrial 
contexts. It does not discuss the insights gained through the application of the d TM model to 
identify potential threats but also records the specific steps involved in the threat analysis process. 
The evaluation focused on two objectives. Firstly, it aimed to assess how suitable and relevant the 
d TM approach is, in settings. Secondly, it aimed to identify any challenges or pitfalls that may 
arise during hands-on deployment of the d methodology. 

As depicted in Chapter 6, Figure 6.1 titled "d TM Deployed Case Scenarios" our selected case 
scenarios cover industries such as supply chain management, solutions service provisioning and 
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healthcare. In the two cases, the d-TM process was applied manually while the third case utilized 
the automated capabilities of the d-TM platform. These scenarios had their infrastructure setups 
ranging from cloud-based to on-premises systems. As a result, a detailed threat analysis was 
generated by the activity, which evaluated data assets identified weaknesses and highlighted 
emerging threats. It also suggested security controls to counter these threats. 

Interestingly despite each organization’s distinctiveness a comparative analysis of the results from 
these case studies revealed patterns. This emphasizes that there are threats and vulnerabilities faced 
by these entities demonstrating how relevant and effective the d TM approach is, in real-world 
scenarios. This empirical evidence supports the objective of this thesis; developing a data-driven 
threat analysis paradigm that enhances cybersecurity assurance. 

7.3.4 Develop a tool to automate the d-TM threat analysis process 

Threat modelling plays a role in helping organizations protect their environments. While there are 
frameworks for threat modelling many of them require significant manual effort making their 
implementation difficult. Introducing an innovative approach, the data-driven threat modelling (d 
TM) methodology emphasizes efficiency by using data to identify and counter cyber threats. 

The research in chapter five highlights the focus on introducing a d-TM tool that is designed to 
automate the traditionally time-consuming and human-intensive process of threat modelling. This 
tool provides a comprehensive workflow that guides users through defining business objectives, 
services, and infrastructure. It also conducts threat evaluations. Helps develop strategic plans for 
mitigating risks. In addition to process guidance, the d TM tool generates reports that summarize 
its findings enabling organizations to make informed cybersecurity decisions based on data. The 
key features of the d-TM tool include: 

• Asset Identification: Identifying services and valuable data assets. 

• Threat Analysis: Detecting weaknesses and potential threats. 

• Mitigation Planning: Suggesting controls to neutralize identified threats and evaluating 
their effectiveness. 

The automation capabilities of the d-TM significantly reduce the time-consuming nature of threat 
analysis enabling focus on detecting existing risks. This automation goes beyond improving 
implementation process efficiency; it greatly enhances the cybersecurity stance of an organization. 
The foundational processes of the d TM Platform. 

• Data Collection: The d-TM tool emphasizes on engaging stakeholders, during the data-
gathering phase. Through user input forms it gathers insights about business operations and 
digital infrastructure laying the foundation for detailed threat analysis. 

• Threat Analysis: Once data is collected the tool guides users through a process using 
interconnected forms that align with the d TM threat analysis methodology. Empowered 
with an innovative algorithm that assesses threat severity and ensures efficiency of control 
selection. 

Automation tools can be comparable, the research in Chapter 6 ‘Table 6.11’ provides a comparison 
between d-TM and well-known tools such as OWASP Threat Dragon, Microsoft Threat Modelling 
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and IriusRisk. This comparison is based on practical evaluation in the researcher’s lab 
environment, this aims to find commonalities and limitations in the d-TM tool, without 
underestimating other tool's value. The assessment highlights unique features, in areas, including 
a focus on data, the use of automated Data Flow Diagrams (DFD), and ensuring control. 
Additionally, the research discusses the applicability, usability, and visualization aspects. As a 
result, this empirical analysis supports the objective of the thesis, which is centred around creating 
an instrument for analysing threats based on data. This tool does not enhance the usefulness of the 
d model but also provides a valuable addition, to the existing variety of threat modelling tools. 

In conclusion, the primary research objective of formulating an innovative and automated data-
driven threat modelling methodology, designed to empower organizations in efficiently addressing 
data-centric cybersecurity threats, has been accomplished. This fulfilment has been realized 
through the successful achievement of the four underlying goals. Firstly, by extending the 
comprehension of organizational data; secondly, through the creation of an innovative data-driven 
threat analysis modelling approach; thirdly, by validating the efficacy of the proposed threat 
modelling methodology; and lastly, by engineering a tool that streamlines and automates the d-
TM threat analysis process. These achievements collectively underscore the potential of this 
research in strengthening overall security assurance for organizations, marking a significant 
contribution in the realm of cybersecurity. 

7.4 The d-TM observed limitation 

The assessment of the d-TM is carried out by using three real-case scenarios. In the context of 
implementing the d-TM automation platform, several observations have been made about its 
limits. It is important to emphasize these limitations to overcome them in future research efforts. 
The limitations outlined below are especially relevant to the d-TM platform, which serves as the 
practical result of this research effort. 

• The implementation of the d-TM, specifically with the identification of assets, maybe a 
time-consuming process, particularly for organizations of medium to large size. The 
process delay has the potential to impede the overall efficiency of the platform's 
application. To streamline this particular component and optimize customer satisfaction, 
potential future versions of the platform may consider including an automated discovery 
functionality. This proposed feature would include the implementation of an automated 
scanning system that can efficiently gather the necessary information pertaining to the 
organization's infrastructure. The optimisation of usability and applicability of the platform 
might be achieved by minimising the human work required for asset identification, which 
would be especially beneficial for organizations with complex technological ecosystems. 
 

• The present architecture of the d-TM platform is tailored to address the specific 
requirements of different organizations in the context of threat analysis. Although this 
constraint may not impose significant limitations on organizations using the platform for 
internal reasons, it may provide a restriction for security solution providers aiming to 
achieve a broader reach. To tackle this issue, one possible approach for enhancement might 
include the integration of multi-scheme database functionality inside the platform. This 
proposed improvement will expand the platform's ability to offer services to a wider range 
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of clients, effectively meeting the needs of security solution providers that operate in 
various organisational settings. 
 

• One notable observation pertaining to the platform is the complexities involved in the 
process of picking suitable weaknesses, threats, and control identifications. To successfully 
do this procedure, it is important that users have a thorough understanding of the MITRE 
CWE and CAPEC catalogues, in addition to the NIST controls. Due to the constantly 
changing and extensive nature of these catalogues, as well as the extensive number of items 
requiring evaluation, the technicality of this selection process has the potential to impact 
progress negatively. To overcome this difficulty, it may be beneficial to investigate the 
incorporation of a machine-learning system. The use of this algorithmic methodology has 
the capacity to optimize the selection procedure by displaying a determined subset of 
relevant elements, thereby reducing the complicated nature of the available options. This 
has the potential to enhance the decision-making process for security practitioners who are 
using the platform. 

The d-TM platform offers a potentially effective method for conducting threat analysis. However, 
the identified shortcomings shed light on specific aspects that need further improvement and 
development. By acknowledging and mitigating these constraints, the platform can broaden its 
scope, improve its usability, and optimize its efficacy in supporting cybersecurity initiatives. 

7.5 The d-TM Future work 

This thesis represents a significant step forward in the threat modelling domain, it is essential to 
acknowledge that the field of cybersecurity is ever-evolving. Future research actions could explore 
the integration of machine learning and artificial intelligence to enhance threat prediction and 
mitigation further. Moreover, the research can explore the scalability of d-TM, especially in 
medium to large-sized organizations. Usability is another significant factor for any tool for wide 
adoption, that side; also needs attention in future work. The development of the d-TM features is 
continuous and will be carried on achieving the following advancements: 

1. Automated Asset Discovery: The initial implementation of d-TM, particularly in asset 
identification, has been observed to be time-intensive, especially for medium to large-scale 
organizations. This time commitment could potentially hinder the overall efficiency and 
user experience. To improve this, it is proposed that future enhancement incorporate an 
automated discovery functionality. This would entail developing a feature that can 
autonomously scan and gather pertinent details about an organization's infrastructure. By 
reducing the manual effort needed for asset identification, the platform's usability and 
applicability would be significantly enhanced, especially beneficial for organizations with 
complicated technological landscapes. 

2. Integration of Multi-Scheme Database Functionality: The existing architecture of the 
d-TM platform is designed to conduct threat analysis for a single organization. While this 
provides a limitation, it may act as a bottleneck for security solution providers or multi-
organizational entities aspiring for wider adaptability. A prospective advancement is to 
embed multi-scheme database capabilities within the platform, broadening its service scale 
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and ensuring it caters to diverse organizational matrices, thus making it more flexible for 
security solution providers. 

3. Machine-Learning-Driven Selection Process: A significant observation reveals 
complexities in selecting suitable weaknesses, threats, and controls. This process demands 
users to have an in-depth knowledge of MITRE CWE, CAPEC catalogues, and NIST 
controls. Given the evolving and vast nature of these repositories, the technical nature of 
this selection can potentially impede efficiency. A promising opportunity is to delve into 
integrating machine learning algorithms. Such an integration would streamline the 
selection procedure, presenting users with a focused list of choices. This refinement stands 
to elevate the decision-making experience for security practitioners, making the platform 
more intuitive. 

4. Integration of Human-Factor: Threat modelling and management have traditionally been 
technology, threats, or data-centric driven, often overlooking the focus on human factors 
in the entire threat analysis process. However, in today's complex digital ecosystem, where 
human-technology interactions are increasingly connected, there is a necessary need to 
reconsider this narrow focus. The approach to integrating the human-factor into the d-TM 
will be initiated by identifying key human factors such as motivation, knowledge, context, 
and privilege. By doing so, it will offer a granular understanding of how these variables 
influence security postures within organizations. The integrated elements will recognize 
the multifaceted nature of human behaviour in cybersecurity risk—where motivation 
encompasses the drivers behind actions, knowledge pertains to the understanding of both 
system and security protocols, context relates to the specific organizational roles and 
environments, and privilege defines the levels of system access granted. 

In summation, while the d-TM platform has carved a niche for itself in threat analysis, the 
highlighted limitations present opportunities for enhancement. Addressing these will not only 
refine the platform but will also position it as a more comprehensive tool in the realm of 
cybersecurity. The future beckons with promising avenues to make the d-TM platform more robust 
and universally adaptable. 

7.6 Summary 

In the concluding chapter of this research, the focus has been on revisiting and emphasizing the 
achievements of the study in line with its initial objectives. The study began with the identification 
of an existing need to address data-related cybersecurity threats in a more efficient and effective 
manner. This led to the formulation of the primary objective that aims to develop an innovative 
and automated data-driven threat modelling approach. 

The approach presented in this thesis, known as Data-driven Threat Modelling (d TM) provides a 
thorough strategy, for dealing with data-related threats and enhancing cybersecurity assurance. By 
emphasizing the importance of data, weakness, threats, control evaluation and automation. D-TM 
leverages organizations with the tools and insights to navigate the ever-changing field of 
cybersecurity. As threats continue to evolve it is crucial that our approaches to threat modelling 
evolve as well. The development of d TM demonstrates our commitment to achieving excellence, 
in cybersecurity.  
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Appendix A: Set of d-TM Evaluation Questions 
Criteria 1: Strengths and Weaknesses 

1- How effective do you find the d-TM in identifying and mitigating threats across various organizational data 
types? 

o Very Ineffective 

o Somewhat Ineffective 

o Neutral 

o Somewhat Effective 

o Very Effective 

2- Can you quantify the coverage of organizational assets by the d-TM in your threat analysis? (e.g., percentage 
coverage) 

o Less than 25% 

o 26% - 50% 

o 51% - 75% 

o 76% - 90% 

o More than 90% 

3- Have you encountered instances of false positives or negatives in threat detection with d-TM? Please provide 
estimates. 

o Frequently 

o Occasionally 

o Rarely 

o Once 

o Never 

4- How many threats were identified from three levels of data, i.e., data --management, control ...? (open question) 

o ……………………………….. 

5- How effective are the threat assessment layers, i.e., agent, network, ..etc?  

o Very Ineffective 

o Somewhat Ineffective 

o Neutral 

o Somewhat Effective 

o Very Effective 

6- How useful to measure the level of assurance for the d-TM proposed Control? 

o Not Useful 

o Somewhat Useful 

o Neutral 



 

 

167 | P a g e  

 
 

o Useful 

o Very Useful 

Criteria 2: Level of Automation and Efficiency 

1- To what extent does the d-TM tool automate the threat management process in your experience? (Scale from 1 to 
5) 

o 1 (Minimal) 

o 2 

o 3 

o 4 

o 5 (Fully Automated) 

2- How significant was the reduction in human effort after implementing the d-TM tool in your threat analysis 
processes? (Quantify in terms of percentage reduction) 

o Less than 25% 

o 26% - 50% 

o 51% - 75% 

o 76% - 90% 

o More than 90% 

Criteria 3: Adoption of Open Intelligence 

1- How do you assess the usefulness of adopted standards and open intelligence sources that are integrated into the 
d-TM tool in threat management? 

o Not Useful 

o Somewhat Useful 

o Neutral 

o Useful 

o Very Useful 

Criteria 4: Adoptability of the d-TM tool 

1- What has been the learning curve for new users adopting the d-TM tool in your organization? (Scale from Easy to 
Difficult) 

o Very Easy 

o Easy 

o Moderate 

o Difficult 

o Very Difficult 

2- Are the manual documentation and support provided with the d-TM tool sufficient for effective use and 
troubleshooting? 

o Insufficient 
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o Somewhat Sufficient 

o Neutral 

o Sufficient 

o Very Sufficient 

3- How effective to visualise the data assets dependency using DFD of d-TM in understanding organizational 
infrastructure? 

o Very Ineffective 

o Somewhat Ineffective 

o Neutral 

o Somewhat Effective 

o Very Effective 

4- How difficult to generate the threat register using d-TM? 

o Very Easy 

o Easy 

o Moderate 

o Difficult 

o Very Difficult 

5- How do you benefit from using d-TM compared to previous practice? (open question) 

o ……………………………….. 
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