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MHD SAEED SHARIF, MAYSAM ABBOD, ALI AL-BAYATTI, ABDES AMIRA, (Senior Member, IEEE), AHMED S. ALFAKEEH, AND BAL SANGHERA

1School of Architecture, Computing and Engineering, ACE, UEL, London E16 2RD, U.K.
2Department of EC, College of Engineering, Design and Physical Sciences, Brunel University London, Uxbridge UB8 3PH, U.K.
3School of Computer Science and Informatics, CEM, De Montfort University, Leicester LE1 9BH, U.K.
4Department of Information Systems, Faculty of Computing and Information Systems, King Abdul Aziz University, Jeddah 21589, Saudi Arabia
5Paul Strickland Scanner Centre, Mount Vernon Hospital, London HA6 2RN, U.K.

Corresponding author: Mhd Saeed Sharif (s.sharif@uel.ac.uk)

This work was supported by the Deanship of Scientific Research (DSR), King Abdulaziz University, under Grant DF 319611441.

ABSTRACT The predominant application of positron emission tomography (PET) in the field of oncology and radiotherapy and the significance of medical imaging research have led to an urgent need for effective approaches to PET volume analysis and the development of accurate and robust volume analysis techniques to support oncologists in their clinical practice, including diagnosis, arrangement of appropriate radiotherapy treatment, and evaluation of patients’ response to therapy. This paper proposes an efficient optimized ensemble classifier to tackle the problem of analysis of squamous cell carcinoma in patient PET volumes. This optimized classifier is based on an artificial neural network (ANN), fuzzy C-means (FCM), an adaptive neuro-fuzzy inference system (ANFIS), K-means, and a self-organizing map (SOM). Four ensemble classifier machines are proposed in this study. The first three are built using a voting approach, an averaging technique, and weighted averaging, respectively. The fourth, novel ensemble classifier machine is based on the combination of a modified particle swarm optimization (PSO) approach and weighted averaging. Experimental National Electrical Manufacturers Association and International Electrotechnical Commission (NEMA IEC) body phantom and clinical PET studies of participants with laryngeal squamous cell carcinoma are used for the evaluation of the proposed approach. Superior results were achieved using the new optimized ensemble classifier when compared with the results from the investigated classifiers and the non-optimized ensemble classifiers. The proposed approach identified the region of interest class (tumor) with an average accuracy of 98.11% in clinical datasets of patients with laryngeal tumors. This system supports the expertise of clinicians in PET tumor analysis.

INDEX TERMS Medical imaging, tumor, committee machine, particle swarm optimization, squamous cell carcinoma.

I. INTRODUCTION The investigation and analysis of the volume of positron emission tomography (PET) is crucial for different clinical and diagnosis procedures, such as decreasing noise, artifact evacuation, tumor evaluation in the management stage, and to help plan the appropriate radiotherapy treatment for patients [1]. PET is dynamically consolidated for the administration of patients. The outcomes of clinical investigations using fluorodeoxyglucose (FDG)-PET have shown its advantage in the analysis, organization and assessment of patient reactions to treatment [2]–[4]. The use of cutting-edge elite programming evaluation methodologies is valuable in helping clinicians in clinical diagnosis and in arranging radiotherapy. In spite of the fact that therapeutic volume examination seems basic, in-depth knowledge of the organs and physiology is necessary to achieve such analysis from clinical restorative images. Basically, the clinical expert monitors each slice, delineates the borders from among the images, and thus characterizes every area. This is generally carried
An ensemble classifier was used in [26] to identify tissue in black and white images. A group of multilayer perceptrons (forming a basic neural system) was set to learn data inputs comprising different surface patterns, and the data outputs comprised tissue type classes that were interpreted by clinical specialists. At that point, an ensemble classifier was developed via preparing a Bayesian classifier to combine the classification approaches of the neural systems. Results were contrasted among comparable AI-based techniques, such as support vector machine and multiclass Bayesian ensemble classifier. The designed methodology was used to identify pressure ulcers, a clinical pathology of localized harm to the skin and underlying tissue brought about by weight, shear force, or contact. A mean move methodology and a locale-developing procedure were used for productive region division. Analysis and treatment of pressure ulcers are exorbitantly expensive for health administrations. Correct assessment of injury is a basic task for ensuring the adequacy of treatment and care. Physicians normally assess each pressure ulcer by visual investigation of the affected tissues, which is an inadequate methodology for assessing the extent of the injury.

An ensemble classifier of neural systems was presented in a paper identifying the masses found in mammograms [27]. This ensemble was employed to group masses into two classes, malignant and benign. This study used 20 areas of intrigue identified with harmful tumors and 37 others belonging to benign tumors. A set of multilayer perceptrons was used as a complete ensemble of neural systems. The outcomes were achieved by consolidating the reactions of the individual classifiers. The research study proposed in [28] investigated several AI techniques for the purpose of identifying harmful and benign bunched microcalcifications. This study’s kernel-based approach methodology accomplished a performance of 85%.

A committee machine of neural systems intended to enhance the precision and vigor of identifying samples of gene information was developed in [29]. Another committee machine, based on a voting framework for identifying multiclass protein creases, was presented in [30]. These studies are crucial because identifying the protein structure is critical for knowing the relationship between sequence (i.e., structures) and conceivable protein functions.

The study presented in this paper investigates the efficiency of different committee machines and proposes a novel optimized committee machine to tackle the problem of analysis of squamous cell carcinoma in patient PET volumes. Our optimized classifier is based on an artificial neural network (ANN), fuzzy C-means (FCM), an adaptive neuro-fuzzy inference system (ANFIS), K-means, and a self-organizing map (SOM). This study includes four committee machines. The first is based on a voting approach, where every individual classifier generates a specific outcome. The second is based on an averaging technique, where the class outcome revealing the biggest average weight is
selected as the most accurate. The third is based on weighted averaging, where the generated outcomes from all included techniques are timed with the archived predicted weights. The fourth and novel committee machine depends on the combination of a modified particle swarm optimization (PSO) approach and weighted averaging. The proposed optimized committee machine is evaluated using experimental National Electrical Manufacturers Association and International Electrotechnical Commission (NEMA IEC) body phantom and clinical PET studies of seven participants diagnosed with laryngeal squamous cell carcinoma. Very promising outcomes are achieved using the new optimized committee machine (CM4), as illustrated in the following sections.

II. THEORETICAL BACKGROUND

A. VOTING-BASED ENSEMBLE

The voting technique is one of the more popular methodologies for consolidating the outcomes of different classifiers. In this method, every single classifier generates a decision rather than a weight. The chosen class is the one most commonly selected by the various classifiers. Hence, the yield forecast \(V_p\) is resolved as follows:

\[
V_p = \begin{cases} 
  x_1 & \text{when } \sum_{i=1}^{K} x_i > T \\
  x_2 & \text{when } \sum_{i=1}^{K} x_i < T \\
  \text{tie} & \text{when } \sum_{i=1}^{K} x_i = T 
\end{cases}
\]  

(1)

where \(K\) is the quantity of classifiers and \(T\) is a turning limit. If 50% of the involved classifiers vote in favor of one class and the remaining 50% vote in favor of the other class, then a tie status is reached. This occurs when an evenly divisible number of classifiers is employed in the ensemble. Nevertheless, in the proposed ensemble, an odd number of classifiers is conveyed to stay away from this issue. Moreover, the most well-known technique among median, least and greatest techniques is the preponderance vote technique [31]–[33].

B. AVERAGING-BASED ENSEMBLE

The averaging-based ensemble carries out an averaging technique on the outcome of each classifier for every representative class across the whole ensemble. The class outcome with the largest amount is then selected. The outcome is shown in (2):

\[
Q(x) = \arg \max_{j=1,...,N} \left( \frac{1}{K} \sum_{i=1}^{K} y_{ij}(x) \right) 
\]

(2)

where \(N\) is the classes quantity, \(y_{ij}(x)\) is the outcome value of the \(i^{th}\) classifier for the \(j^{th}\) class of the input \(x\), and \(K\) is the number of classifiers used in the whole ensemble [32].

C. WEIGHTED AVERAGING ENSEMBLE

The weighted averaging technique is similar to the averaging technique described above, with the additional parameter that the classifiers’ outcomes are multiplied by the archived predicted weights. The outcome is shown in following equation [32]:

\[
Q(x) = \arg \max_{j=1,...,N} \left( \frac{\sum_{i=1}^{K} w_i y_{ij}(x)}{\sum_{i=1}^{K} w_i} \right) 
\]

(3)

The weights \(w_i\) where \(i = 1, \ldots, K\), are derived by minimizing the errors of the different classifiers in the training group. In this study, which uses PET as the application, the prediction accuracy of each classifier for each corresponding class has been used as a weight for that class. The desired output of each classifier \(y_{di}\) can be written as the actual output \(y_i\) plus an error \(e_i\), as shown in (4):

\[
y_{di}(x) = y_i(x) + e_i(x) 
\]

(4)

D. PARTICLE SWARM OPTIMIZATION

Particle swarm optimization (PSO) is set up based on social swarm behavior, which can control convergence [34]–[36]. Social swarm behavior can be portrayed as follows: Consider, for example, a flock of birds with the goal of locating a warm place to travel to. Having no earlier knowledge of such a place, the birds set out in arbitrary directions with irregular speeds, searching for a desirable spot. Each bird can remember its own discovered area and one way, or another also knows the headings where different members of the flock also found a legitimate spot. A hesitant bird, caught between the direction it found and those found by others, accelerates in both directions, thus modifying its bearing to fly somewhere between the two known headings. During flight, this bird may locate an even better place than the one it found before. It would then be attracted to this new area as well as to the other “best” area found by the entire flock. Occasionally, one bird may fly in a better direction than had been encountered by any other member of the flock. The entire flock would then be drawn toward that specific area in addition to their own find. Eventually, flock’s collective flight guides them to the best location they are searching for [37], [38].

PSO has many advantages, such as its algorithmic simplicity. Moreover, it has one straightforward operator, which is velocity. This feature decreases computational time and complexity. In PSO, a defined group of elements must be chosen and carefully controlled according to the application in question. These parameters (elements) are experimentally investigated and optimized based on the proposed application.

III. METHODS AND MATERIALS

A. PHANTOM AND CLINICAL STUDIES

1) PHANTOM STUDIES DATA

The main informational index used in this research investigation was gathered from the NEMA IEC image quality body phantom. This phantom comprises an elliptical water-filled cavity which contains six spherical inserts, suspended by plastic rods, of volumes 0.5, 1.2, 2.6, 5.6, 11.5, and 26.5 ml. The internal diameters of these spheres are 10, 13, 17, 22, 28, and 37 mm, respectively. The volume of the PET has a size of
168 × 168 × 66 voxels and each voxel has measurements of 4.07 × 4.07 × 5 mm³, equal to a voxel volume of 0.0828 ml. This phantom has been extensively used in the literature for evaluation of image quality and for validation of quantitative processes [39–42]. PET emission data was reconstructed using a CT-based attenuation correction performed after Fourier rebinning and model-based scatter correction. The PET volumes were reproduced using two-dimensional iterative standardized normalized attenuation weighted ordered subsets expectation-maximization (NAW-OSEM). In this experiment, the following default parameters were employed: ordered OSEM repetitive reconstruction, four recurrences with eight subsets, followed by a post-processing Gaussian filter (5 mm) [43]. Phantom volumes were obtained using a GE DST clinical PET-CT scanner.

2) CLINICAL STUDIES DATA

Our clinical study focuses on a specific type of cancer data, hence, the clinical dataset in this research consisted of PET images from seven patients with T3–T4 laryngeal squamous cell carcinoma. T3 represents a tumor in the larynx that has rendered one of the vocal cords incapable of movement, and T4 represents a tumor that has extended beyond the larynx. Prior to treatment, every patient underwent an FDG-PET examination. Patients were immobilized with a customized thermoplastic mask attached to a flat tabletop to prevent complex neck motions. The procedure was as follows: a 10-min transmission scan was performed using the Siemens Exact HR camera (CTI, Knoxville, USA). Afterwards, a 1-h dynamic 3D emission scan was performed immediately after intravenous infusion of 185–370 MBq (5–10 mCi) of FDG. This scan has eight frames with variable span running from 90 to 600 s. All images were corrected for dead time, random, scatter, attenuation and decay and then reconstructed using a 3D OSEM algorithm. The ground truth evaluation of the tumor was based on the knowledge of expert clinicians who used their training and experience to identify suspected sites of disease through quantification measurement and visual assessment, while the histology (through biopsy) confirmed whether a disease was present at individual suspected sites and characterized its physical distribution and extent in biopsied tissue accordingly. The volume of this dataset was 128 × 128 × 47 voxels for each participant, with a voxel size of 2.17 × 2.17 × 3.13 mm³. The result was a total of 329 images to process [44–46].

B. THE OPTIMIZATION APPROACH

We developed an optimization algorithm for this study based on the PSO approach [34]. It can be summarized as follows:

1. The initial step of implementing PSO is to choose the parameters and characterize the search range for each of them.

2. The mean squared error fitness function is chosen to show the goodness of fit of the optimization solution. The PSO particles are optimized by the fitness function, which is formulated as the objective function.

3. Each molecule starts at its own random location with an arbitrary speed searching for the ideal position in the arrangement space. As the initial position of each molecule is the only location encountered at the beginning, this position becomes respective of each molecule (pbest). Each molecule has its own pbest dictated by the path that it has taken.

4. The first global best solution found by the rest of the swarm (gbest) is then selected from among these initial positions. From that point onward, the methodology moves every molecule separately by a small amount through the whole swarm and thinks about gbest and pbest.

5. The particle’s speed is imperative in the optimization system. The speed of the molecule is changed by the relative locations of pbest and gbest. Every molecule is processed as a point in the D dimensional defined space. The i-th molecule can be shown as $X_i = (x_{i1}, x_{i2}, \ldots, x_{iD})$.

The best previous position (the position which gave the best fitness value) of the i-th molecule is monitored and can be shown as $P_i = (p_{i1}, p_{i2}, \ldots, p_{iD})$. An index of the best molecule among the whole populace is represented by the symbol g. The range of velocity variation for particle $i$ can be shown as $V_i = (v_{i1}, v_{i2}, \ldots, v_{iD})$. This velocity is updated according to the following equation:

$$v_{ip} (q + 1) = \omega v_{ip} (q) + c_1 \cdot rand(1) \cdot (p_{ip} (q) - x_{ip} (q)) + c_2 \cdot rand(2) \cdot (p_{gp} (q) - x_{ip} (q)) \tag{5}$$

where $0 \leq i \leq (n-1), 1 \leq p \leq D, n$ is the number of particles in a group and $D$ is the dimension of the search space. For each particle, there are $D$ number of parameters that are used to identify the particle location in the search space. For a specific particle, $q$ is the repetition indicator, $v_{ip}(q)$ is the speed of particle $i$ at repetition $q$ and rand (1) and rand (2) are random values within [0, 1]. The inactivity weight factor is $\omega$, which determines to what degree the molecule stays along its unique course unaltered by the draw of gbest and pbest. The quickening constants are $c_1$ and $c_2$, where $c_1$ is a factor determining how much the molecule is impacted by the memory of its best location and $c_2$ is a factor determining how much the molecule is affected by the remainder of the particles in the group.

6. Based on the previous step and after updating the velocity, the new location, to which the particle moved, is updated based on the following:

$$x_{ip} (q + 1) = x_{ip} (q) + v_{ip} (q + 1) \tag{6}$$

where $x_{ip}$ is the available location of a certain particle $i$ at a repetition $q$.

7. Afterwards, the process from step 4 onward is repeated. Repetition continues until the end model condition is achieved.

C. THE ENSEMBLE OPTIMIZATION APPROACH

Based on the understanding of the conceptual basis of the PSO, we developed an algorithmic methodology as a
novel enhancement approach method for PET applications, to improve the performance of the developed ensemble. The PET optimization approach can be summarized as follows:

1. Every particle in the swarm accelerates toward the best overall position and best settings while constantly checking the value of its current location.

To implement this approach, a specific procedure is followed: First, we need to select then optimize five different parameters—one value for every proposed classifier—and give them a reasonable range in which to search for the optimal solution. Based on the initial experiments completed for the application of PET volumes, the best-chosen values for all the processed datasets is [0, 1.5]. The optimized values \((R_1, R_2, R_3, R_4, R_5)\) were used within the developed ensemble in order to obtain the optimal outcome based on the following equation:

\[
Q(x) = \max_{j=1\ldots N} \left( \frac{\sum_{i=1}^{K} R_i Acc_i y_{ij}(x)}{\sum_{i=1}^{K} Acc_i} \right)
\]

where \(Acc_i\) is the classification accuracy of a particular classifier \(i\) and \(N\) is the number of classes processed.

2. The second essential step is to evaluate the quality of the achieved solution. The accuracy function was chosen to provide a single figure referring to the effectiveness of the provided solution. The performance index of this function can be calculated as follows:

\[
PI = 1 - \frac{1}{N} \sum_{i=1}^{K} \frac{tp_i}{tp_i + fp_i + fn_i}
\]

where \(PI\) is the performance index, \(tp\) is true positive, \(fp\) is false positive, \(tp\) is true positive and \(fn\) is false negative. These values are extracted from the confusion matrix.

3. Every molecule has its own \(pbest\) controlled by the way that it has experienced. The first global best solution found by the remainder of the swarm (\(gbest\)) is then chosen from among these initial positions.

4. Each particle is moved individually by a small amount through the entire swarm, and the \(pbest\) and \(gbest\) are compared. The accuracy function returns a value to be assigned to the current location. If that value is greater than the value at the respective \(pbest\) for that particle, or the global \(gbest\), then the appropriate locations are replaced with the current locations.

5. The particle velocity is calculated based on (5). We have introduced the random parameter in Equation 5 to imitate the lightly unforeseeable behavior element of swarm in nature. Variant empirical parametric studies have been performed in the literature to determine the optimal amount of the \(c1\) with \(c2\). It has been determined before that the best choice for both \(c1\) combined with \(c2\) is 2.0 [47], [48]. But, the first round of experiments performed using every single data sets of PET shows that the optimal amount of \(w\) is 0.7298 and the best amount of \(c1\), and \(c2\) is 1.49618. The obtained experimental values are achieved throughout the following experimental approach, where compels conditions have been connected to these elements, for example, constraining the \(w\) within the values of \([0\ldots 1]\). The proposed approach has set the index performance to a value of 0.01. The proposed algorithm has saved, compared, and choose the best parameters to be deployed:

\[
c_1 = c_2 = 1.49618
w = 0.7298
\]

1. Determine the constraints for each parameter
2. Initialize \(c_1\)
3. Initialize \(c_2\)
4. Initialize \(w\)
5. As long as \(PI > 0.01\), do
6. \(c_1 = c_1 + c_1 * rand (\pm 0.1)\)
7. \(c_2 = c_2 + c_2 * rand (\pm 0.1)\)
8. Calculate \(w = w + w * rand (0.1)\)
9. Import PSO Approach
10. Save the achieved parameters in an array
11. Finish the cycle
12. Evaluate the parameters and deploy the best ones.

Moreover, choosing the right number of particles is very important for improving the performance of the proposed approach. Therefore, these initial experiments have evaluated the most suitable number of particles for the datasets in question. The achieved results are discussed section IV.

### D. DESCRIPTION OF THE OPTIMIZED PROPOSED SYSTEM

The proposed medical volume ensemble classifier for the analysis and classification of PET images is shown in Fig 1. We used practical NEMA IEC phantom and pharyngolaryngeal squamous cell carcinoma datasets to assess the performance of the developed optimized approach. The initial five classifiers were applied to the pre-processed PET images obtained from the scanner as follows:
1) FEEDFORWARD NEURAL NETWORK (FFNN)

The deployed FFNN has three layers (input, hidden and output). The node of its output is modeled as follows:

\[ Y(j) = f \left[ \sum_{i=1}^{R} w_{1,i}(j) \cdot p_i(j) + b \right] \]  

(10)

In this model, tangent-sigmoid transfer function \( f \) is used for the input vector \( p_i \), where \( b \) is the bias and \( w_1 \) and \( r \) are the weights. To achieve an output consistent with the training examples, these weights are updated through the following equation.

\[ w_{1,i}(j + 1) = w_{1,i}(j) + \alpha \cdot p_i(j) \cdot e(j) \]  

(11)

where, based on the experiment, the learning rate \( \alpha \) is determined to be 0.91, and \( e(j) \) is the error calculated by taking the difference between the desired output \( Y_d \) and the actual output \( Y \):

\[ e(j) = Y_d(j) - Y(j) \]  

(12)

Different parameters have been explored to achieve an appropriate architecture for an artificial neural network suitable for the PET application. These parameters include the training techniques; the Levenberg-Marquardt backpropagation training procedure was selected, determining the number of the hidden layers employed in the proposed network architecture and determining the number of hidden neurons (19) in every single layer [6]. One thousand (1,000) iterations were used during the training process. Repeated experiments were performed, with ten cycles associated with every architecture of the network. Afterwards, the optimal architecture was selected and trained.

2) ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM (ANFIS)

The ANFIS model can learn input-output mapping based on human knowledge, which is provided in the form of “if-then” fuzzy rules. The fuzzy architecture is characterized by a set of rules, which are properly initialized and tuned by a learning algorithm. The rules are in the following form:

Rule 1: If \( (x \text{ is } A_1) \text{ and } (y \text{ is } B_1) \) then \( (f_1 = p_1x + q_1y + r_1) \)

Rule 2: If \( (x \text{ is } A_2) \text{ and } (y \text{ is } B_2) \) then \( (f_2 = p_2x + q_2y + r_2) \)

where \( x \) and \( y \) are the inputs, \( A_1 \) and \( B_1 \) are the fuzzy sets, \( f_i \) are the outputs within the fuzzy region specified by the fuzzy rule, \( p_i, q_i, \) and \( r_i \) are the design parameters that are determined during the training process.

Iterative tests were performed to assess the most appropriate parameters for ANFIS approach [10]. The experiment showed that following selected elements can achieve and generate both optimal performance and results. The influence value is set to 0.1, the accept ratio is set to 0.1, the squash element is determined at 0.25, and the reject ratio is set at 0.0015.

3) SELF-ORGANIZING MAP (SOM) [49]

For this PET application, the learning rate was chosen at a value of 0.6, and the number of training iterations was set to 1000.

4) FUZZY C-MEANS (FCM) [50]

The experiments determined the following parameters to achieve the FCM convergence, which suits the proposed PET application: the number of iterations is determined at a value of 500, the value \( m \) is equal to 2 and the least value for improvement is set at a value of 1e-5.

5) K-MEANS [51]

This algorithm classifies \( n \) voxels into \( K \) clusters (where \( K < n \)). This algorithm chooses the number of classes, \( K \), then randomly generates \( K \) classes and determines the cluster centers.

Collectively, these five classifiers provide the following classification predictions (Pre): Pre1, Pre2, Pre3, Pre4 and Pre5, respectively.

The target class is a tumor (class 5) in the clinical datasets and a sphere (class 4) in the phantom datasets (simulated tumor). Each class refers to a different structure within the processed datasets. The selection of the appropriate number of classes number \( N \) related to each dataset in the analyzed PET images was made by experimenting and evaluating different values of \( N \). The optimal value of \( N \) is determined based on the Bayesian information criterion (BIC) approach. BIC has gained notoriety as a significant approach for model selection and has been used in contexts varying from image processing and analysis to biological and sociological research. The BIC values were determined incrementally against increasing values of \( N \). Values of \( N \) were chosen in the range from 2 to 8, since in this medical PET application, any additional separation is unnecessary, based...
on analysis by medical experts. BIC values tend to increase indefinitely as the quantity of components increases in the model. An increase in BIC value indicates an improved model fit; however, these values typically stabilize on an approximate curve plateau, the beginning of which is usually taken to indicate the optimal $N$ value for each dataset. Plotting BIC values against $N$ for the phantom dataset showed that the optimal $N$ is 4. However, the optimal $N$ value for the clinical datasets is 5 classes for each patient, where class number 5 refers to the region of interest (tumor), while the remaining classes are the various other structures presented in the image [52]–[55].

In an initial stage, the generated outcomes from the deployed classifiers were fed to three ensemble classifiers (also called committee machines). The first ensemble (CM1) combines the five classifier outcomes by applying the voting approach. The second ensemble (CM2) combines the five outcomes using the averaging approach, while the third ensemble (CM3) combines the outcomes using weighted averaging. After the initial stage using these three different ensemble classifiers, a novel approach for optimization built using the PSO approach was introduced and combined with the existing ensemble to improve the outcome and enhance the overall accuracy of the classification. The developed optimizer intensively searched for the most appropriate values for the optimization procedure (R1, R2, R3, R4, R5) of each classifier. These best values are then sent to and employed in the new ensemble, which in turns creates the optimized predication for the classification as well as the overall accuracy associated with each dataset. The optimized ensemble/committee machine (CM4) benefits from the mixture of supervised and unsupervised classifiers as well as from the proposed optimization approach. The most appropriate five parameters deployed in the new ensemble CM4 enhanced the overall performance as well as the accuracy achieved by the new CM4, as discussed in section IV. Each optimization parameter has the ability to represent the most appropriate solution related to its own classifier, so long as it was given suitable range of values. At the end of the optimization process, a performance pointer is created. This pointer is employed to determine the performance of the optimized ensemble CM4. The outputs are evaluated at the next stage, where a misclassification value (MCV), confusion matrix, and accuracy (Acc) are employed to assess the ensemble performance. The MCV represents the number of samples which are wrongly classified over the whole number of samples.

The novel ensemble classifier introduced here has generated significant results for all processed datasets, both phantom and clinical. The developed ensemble generated an accuracy as high as 99.9% for some clinical datasets. Section IV illustrates the results generated by the new ensemble system.

### IV. RESULTS

The results are organized into two main sections for each type of dataset (phantom and clinical): The first section analyzes the results from the first three committee machines, CM1, CM2 and CM3. The second sub-section discusses the results from the optimized committee machine, CM4, with a focus on the accuracy of region of interest class (tumor).

#### A. PHANTOM DATASET

1) COMMITTEE MACHINE RESULTS

The MCV, confusion matrix, and Acc are employed to assess the performance of the developed ensembles. Table 1 shows the confusion matrix and Acc for the ensembles CM1, CM2 and CM3. The confusion matrix for the outputs of the first ensemble CM1 shows the following classification details: All class 1 voxels were accurately classified, 27 voxels related to class 2 were misclassified into the class 1, 85 voxels from class 3 were misclassified into class 1, and 25 voxels into class 2. Class 4, which represents the simulated tumor, had 10 voxels misclassified in class 1, and the other 42 voxels were misclassified in class 3. For the region of interest, 99 voxels were accurately classified. The confusion matrix for the second ensemble, CM2, shows that the following numbers of voxels were misclassified: 24 voxels from class 2 into class 1, 88 from class 3 into class 2, and 52 from class 4 into class 3, while class 1 was correctly classified.

Evaluating the outputs of the third committee machine CM3 based on the confusion matrix shows that the following numbers of voxels were misclassified: 23 voxels from class 2 into class 1, 141 from class 3 into class 2, and 51 from class 4 into class 3, while class 1 was correctly classified. Among the three ensembles, the best Acc was achieved by CM3.

2) OPTIMIZED CM RESULTS

Following the evaluation metrics of CM1, CM2 and CM3 presented in the previous section, the best performance is achieved by CM3. However, higher classification accuracy

<table>
<thead>
<tr>
<th>CM</th>
<th>Class</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>C1</td>
<td>24939</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9951</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>27</td>
<td>260</td>
<td>-</td>
<td>-</td>
<td>0.8333</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>85</td>
<td>25</td>
<td>2737</td>
<td>-</td>
<td>0.9473</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>10</td>
<td>-</td>
<td>42</td>
<td>99</td>
<td>0.6556</td>
</tr>
<tr>
<td>CM2</td>
<td>C1</td>
<td>27939</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9990</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>24</td>
<td>263</td>
<td>-</td>
<td>-</td>
<td>0.7013</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>-</td>
<td>88</td>
<td>2759</td>
<td>-</td>
<td>0.9517</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>-</td>
<td>-</td>
<td>52</td>
<td>99</td>
<td>0.6556</td>
</tr>
<tr>
<td>CM3</td>
<td>C1</td>
<td>24939</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9990</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>23</td>
<td>264</td>
<td>-</td>
<td>-</td>
<td>0.6168</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>-</td>
<td>141</td>
<td>2706</td>
<td>-</td>
<td>0.9337</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>-</td>
<td>-</td>
<td>51</td>
<td>100</td>
<td>0.6622</td>
</tr>
</tbody>
</table>
and better performance are still required. Therefore, the optimized CM4 we developed was deployed within the system to process all the datasets. The initial experiments deploying the phantom dataset show that the most appropriate particles number required for the phantom dataset was 66 and was associated with 100 training iterations. This value is consistent with the one generated in (9). Once the training is performed, the optimization error/performance index achieved is \( PI = 0.0061 \). Fig. 2 shows the error obtained during the optimization process with 100 iterations, which had stabilized performance with no further reduction in error.

The experimental phantom dataset is then processed through the new optimization approach (CM4). All region of interest and class 2 voxels were accurately classified, 3 voxels from class 1 were misclassified into class 2 and only 2 voxels from class 3 were wrongly classified into class 4. The MCV of 0.0002 was the closest to “0” among all the other classifiers. The MCV values for all classifiers are presented in Table 4.

Significant improvement in accuracy was achieved using CM4 to detect and accurately classify the region of interest (simulated tumor). Fig. 3 shows a comparison between the new proposed ensemble classifier, CM4, and the remaining approaches (FFNN, ANFIS, SOM, FCM, K-means, CM1, CM2 and CM3) based on the Acc for the phantom dataset. The simulated tumor (sphere) represented by class 4 (Cl4) was accurately classified using CM4.

### B. CLINICAL DATASET

1) COMMITTEE MACHINE RESULTS

The proposed ensemble classifier’s performance was evaluated through different assessment and analysis metrics for the clinical datasets from patients 1–7 (Pt 1–7). The confusion matrix illustrates the following results related to the ensemble CM1 outcomes of the data related to Pt 1 as an example of the clinical datasets for patients with pharyngolaryngeal squamous cell carcinoma: all class 2 voxels were accurately classified; 62 voxels from class 1 were accurately classified; 2790, 162, and 105 voxels related to classes 3, 4, and 5, respectively, are correctly classified. Table 2 lists the results obtained by the confusion matrix and Acc for each class of the dataset from Pt 1.

The confusion matrix illustrates the following results related to the ensemble CM2 outcomes of the data related to Pt 1: 780 voxels from class 1 were misclassified in class 2, 88 from class 3 were misclassified in class 2, 1509 from class 3 were misclassified in class 4, 495 from class 4 were misclassified in class 1, and 157 from class 5 were misclassified in class 1. Class 2 was accurately classified, as illustrated in Table 2.

The ensemble CM3 accurately classified both the voxels in class 2 as well as 230 voxels out of 278 voxels of the region of interest, while CM1 and CM2 classified only

---

**TABLE 2.** Prediction analysis using a 5 × 5 confusion matrix for CM1, CM2, and CM3 outcomes, and Acc score, for clinical dataset from Pt 1 (laryngeal tumor).

<table>
<thead>
<tr>
<th>CM</th>
<th>Class</th>
<th>Cl1</th>
<th>Cl2</th>
<th>Cl3</th>
<th>Cl4</th>
<th>Cl5</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>Cl1</td>
<td>62</td>
<td>737</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0172</td>
</tr>
<tr>
<td></td>
<td>Cl2</td>
<td>0</td>
<td>9353</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9204</td>
</tr>
<tr>
<td></td>
<td>Cl3</td>
<td>1968</td>
<td>71</td>
<td>2790</td>
<td>303</td>
<td>-</td>
<td>0.5436</td>
</tr>
<tr>
<td></td>
<td>Cl4</td>
<td>660</td>
<td>-</td>
<td>-</td>
<td>162</td>
<td>-</td>
<td>0.1440</td>
</tr>
<tr>
<td></td>
<td>Cl5</td>
<td>173</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>105</td>
<td>0.3776</td>
</tr>
<tr>
<td>CM2</td>
<td>Cl1</td>
<td>19</td>
<td>780</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0130</td>
</tr>
<tr>
<td></td>
<td>Cl2</td>
<td>-</td>
<td>9353</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9150</td>
</tr>
<tr>
<td></td>
<td>Cl3</td>
<td>-</td>
<td>88</td>
<td>3535</td>
<td>1509</td>
<td>-</td>
<td>0.6888</td>
</tr>
<tr>
<td></td>
<td>Cl4</td>
<td>-</td>
<td>495</td>
<td>-</td>
<td>-</td>
<td>327</td>
<td>0.1402</td>
</tr>
<tr>
<td></td>
<td>Cl5</td>
<td>157</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>121</td>
<td>0.4352</td>
</tr>
<tr>
<td>CM3</td>
<td>Cl1</td>
<td>530</td>
<td>269</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.6633</td>
</tr>
<tr>
<td></td>
<td>Cl2</td>
<td>-</td>
<td>9353</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.9644</td>
</tr>
<tr>
<td></td>
<td>Cl3</td>
<td>-</td>
<td>76</td>
<td>4030</td>
<td>1026</td>
<td>-</td>
<td>0.7852</td>
</tr>
<tr>
<td></td>
<td>Cl4</td>
<td>-</td>
<td>-</td>
<td>563</td>
<td>259</td>
<td>-</td>
<td>0.2969</td>
</tr>
<tr>
<td></td>
<td>Cl5</td>
<td>-</td>
<td>-</td>
<td>48</td>
<td>230</td>
<td>-</td>
<td>0.4283</td>
</tr>
</tbody>
</table>
TABLE 3. Prediction analysis using a 5 × 5 confusion matrix for CM1, CM2, and CM3 outcomes, and Acc score, for clinical dataset from Pt 2 (laryngeal tumor).

<table>
<thead>
<tr>
<th>CM</th>
<th>Class</th>
<th>C11</th>
<th>C12</th>
<th>C13</th>
<th>C14</th>
<th>C15</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>Cl1</td>
<td>53</td>
<td>2419</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0123</td>
</tr>
<tr>
<td></td>
<td>Cl2</td>
<td>0</td>
<td>8715</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.6661</td>
</tr>
<tr>
<td></td>
<td>Cl3</td>
<td>53</td>
<td>1948</td>
<td>2123</td>
<td>-</td>
<td>-</td>
<td>0.3177</td>
</tr>
<tr>
<td></td>
<td>Cl4</td>
<td>1022</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>-</td>
<td>0.0042</td>
</tr>
<tr>
<td></td>
<td>Cl5</td>
<td>129</td>
<td>-</td>
<td>-</td>
<td>147</td>
<td>77</td>
<td>0.2181</td>
</tr>
<tr>
<td>CM2</td>
<td>Cl1</td>
<td>16</td>
<td>2456</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.0059</td>
</tr>
<tr>
<td></td>
<td>Cl2</td>
<td>-</td>
<td>8715</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.6392</td>
</tr>
<tr>
<td></td>
<td>Cl3</td>
<td>-</td>
<td>2463</td>
<td>1354</td>
<td>-</td>
<td>-</td>
<td>0.2861</td>
</tr>
<tr>
<td></td>
<td>Cl4</td>
<td>105</td>
<td>-</td>
<td>914</td>
<td>8</td>
<td>-</td>
<td>0.0068</td>
</tr>
<tr>
<td></td>
<td>Cl5</td>
<td>118</td>
<td>-</td>
<td>-</td>
<td>145</td>
<td>90</td>
<td>0.2549</td>
</tr>
<tr>
<td>CM3</td>
<td>Cl1</td>
<td>1931</td>
<td>541</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7811</td>
</tr>
<tr>
<td></td>
<td>Cl2</td>
<td>-</td>
<td>8715</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.7697</td>
</tr>
<tr>
<td></td>
<td>Cl3</td>
<td>-</td>
<td>2066</td>
<td>1751</td>
<td>-</td>
<td>-</td>
<td>0.3735</td>
</tr>
<tr>
<td></td>
<td>Cl4</td>
<td>-</td>
<td>-</td>
<td>871</td>
<td>156</td>
<td>-</td>
<td>0.1142</td>
</tr>
<tr>
<td></td>
<td>Cl5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>339</td>
<td>14</td>
<td>0.0396</td>
</tr>
</tbody>
</table>

105 and 121 voxels accurately, respectively. The ensemble CM3 also achieved an accuracy for class 1 that was superior to the ensembles CM1 and CM2. The detailed accuracy and confusion matrix are listed in Table 2.

Similar results were achieved for Pt 2; the details of the confusion matrix for CM (1–3) and the Acc of each class are presented in Table 3. In contrast, for Pt 3, the accuracies achieved by ensemble CM3 for classes 1 and 4 were 0.9225 and 0.8766, respectively. These values were better than the ones obtained from CM1 and CM2. In the dataset from Pt 4, class 2 was detected correctly by CM1, CM2 and CM3. For the dataset from Pt 5, CM3 detected all the classes; however, CM1 and CM2 detected only classes 2, 4 and 5. CM3 generated an accuracy of 1 (100%) for class 1 in the dataset from Pt 6; in contrast, the accuracy obtained by CM1 and CM2 are 0.0267 and 0.0116, respectively. In addition, the accuracy of CM3 for class 5 is the best among the first-stage committee machines (CM1, CM2 and CM3). For Pt 7, CM3 generated an accuracy of 1 (100%) for class 1. The voxels from class 2 are all correctly classified through the ensembles CM1, CM2 and CM3; and only ensemble CM1 was not able to identify class 3 voxels.

2) OPTIMIZED CM RESULTS

The patient datasets were also processed using the new optimized approach, CM4. Comprehensive experiments were performed to make sure the most appropriate optimization elements were employed to effectively classify the datasets in question. The optimum particle number required for all patient datasets was 66 particles with 100 training iterations. Once the training procedure was complete, the error/performance indicator for the patient datasets was $PI = 0.0005$. These optimization parameters were used for the seven patient datasets of pharyngolaryngeal squamous cell carcinoma. Fig 4 shows the performance index achieved for the optimization procedure, which was associated with 100 iterations. The achieved model was generalized and validated to fit all the patient datasets. This model illustrated a stable robust performance to analyze all the datasets with a stabilized index performance. As stated at the beginning of the section, the little number of the misclassification case is due to the difficult nature of the processed datasets and due to the fact that any developed classification approach can have a certain level of misclassification, which varies based on the type of the approach and its parameters.

In the dataset for Pt 1, the processed voxels in classes 1, 2, 4 and 5 were accurately identified, and only 6 voxels related to class 3 were misclassified in class 4. In the dataset for Pt 2, in contrast, classes 1 and 4 were correctly classified; however, there were 2 voxels related to class 2 that were misclassified in classes 1 and 4, three voxels related to class 3 misclassified in class 1, and only 1 voxel related to class 5 misclassified into class 1. In the dataset from Pt 3, all voxels in class 2 were accurately allocated, while only 3 voxels related to the region of interest were misclassified in class 1. For Pt 4, the results were similar, as 5 voxels out of the 1046 voxels in the region of interest were misclassified in class 4. In the dataset from Pt 5, only 1 voxel out of 1174 in the region of interest was misclassified to class 1. For Pt 6, in the region of interest, classes 1 and 3 voxels were accurately classified, while 3 voxels related to class 2 were misclassified into class 1 and 2 voxels related to class 4 were misclassified into class 3.

The accuracy achieved for all the classes (1–5) using the developed CM4 is very satisfactory, as shown in Fig. 5. CM4 accurately classified not only the region of interest (tumor) but also all the classes in the clinical datasets (Pt 1–7). This fact shows the robustness of the developed
approach in identifying different classes in the datasets, assisting the radiation oncologist who is handling the PET volumes in the clinical diagnosis of squamous cell carcinoma patients. The developed system was implemented and tested on a PC with a 3GHz processor and 16GB RAM, running a 64-bit Windows 10 operating system, x 64-based processor. The computational time for the ensemble model was 0.8 s.

Fig. 6 shows the significant improvement in accuracy achieved using CM4 for classifying and detecting the region of interest (tumor). An improvement of 100% was achieved for class 5 (tumor), as FFNN was not able to detect any voxel of the tumor in any of the seven patients, while CM4 detected the tumor in all patients, with an average accuracy above 98%. CM4 outperformed all eight other approaches in detecting all the recommended classes, particularly the target class (tumor).

On the other hand, for Pt 7, 1 voxel related to class 1 was misclassified into class 3 and 4 voxels related to class 4 were misclassified into class 1. Table 4 presents the MCV generated for all patient datasets, where the lowest MCV value of 0.0003 was obtained in datasets from Pt 6 and Pt 7. The MCV values for all classifiers are presented in Table 4. Fig. 7 shows representative segmentation results for the clinical dataset from Pt 1, where the black boundary represents the clinical expert estimation. The light blue boundary almost exactly overlaps the clinical expert boundary.

V. DISCUSSION
To evaluate the performance of CM4 in general for all classes, not just the region of interest, an average accuracy (AAcc)
All the initial and developed approaches were evaluated. This approach overcame the misclassification problem associated with the region of interest (tumor) accurately and precisely. The average accuracy obtained for the clinical studies of all patients (Pts 1–7) is 98.11%.

Promising results were achieved, for the clinical datasets. Regarding the NEMA body phantom dataset, the proposed approach achieved an overall accuracy of 99.39%. This accuracy was the highest in comparison with the accuracy of the other approaches and the non-optimized ensembles. The best improvement achieved by the ensemble CM4 was for the patients’ datasets, where the overall voxels of the region of interest (tumor), were accurately allocated to the right class.

Different performance metrics were employed to validate the achieved performance. For example, an MCV value of 0.0002 was achieved for the NEMA phantom, and an MCV of 0.0003 was achieved for the pharyngolaryngeal clinical studies. The promising results achieved using different types of PET data, in particular for clinical data, indicated the stability and robustness of the proposed approach. Achieving an average accuracy of around 98% and matching the gold standard results fulfilled the aim of this paper, which was to assist clinicians in accurately and precisely analyzing the significant volumes of PET images.

VI. CONCLUSION

This study proposed an efficient PET volume handling approach for a robust PET volume analysis of squamous cell carcinoma. This approach was based on FFNN, ANFIS, SOM, FCM, and K-means. After the initial evaluation of these five classifiers, three ensemble classifiers (CM1, CM2, and CM3) were built using different methodologies such as weighted averaging, voting and averaging techniques. As the performance evaluation of these three ensemble classifiers did not reveal a significant level of accuracy for classifying the region of interest (especially for the clinical datasets), an optimized novel approach (CM4) based on the combination of a modified particle swarm optimization (PSO) and weighted averaging was developed for PET volume analysis. This approach overcame the misclassification problem associated with the previous approaches (CM1, CM2 and CM3). All the initial and developed approaches were evaluated using experimental NEMA IEC body phantom and clinical PET studies for laryngeal squamous cell carcinoma patients. Superior results were obtained through the new optimized ensemble/committee machine (CM4) when compared to the results from the other approaches and the non-optimized ensembles. The proposed approach can identify the region of interest (tumor) accurately and precisely. The average accuracy obtained for the clinical studies of all patients (Pts 1–7) is 98.11%.

FIGURE 8. A comparison between the new ensemble (CM4) and the remaining approaches (FFNN, ANFIS, SOM, FCM, K-means, CM1, CM2 and CM3) based on the AAcc.

A metric was introduced. This metric considers the average of the accuracies of all the subject classes. This value provides a general assessment for each of the classifiers considered. The AAcc for the experimental phantom dataset achieved by CM4 (99.39%) was the best among all the classifiers, CM1, CM2 and CM3. The AAcc obtained by CM4 for Pt 1’s dataset was 99.83%, representing a significant improvement level of 78% in comparison to the lowest accuracy of 21.71% achieved through the FFNN approach. The obtained AAccs of CM4 were 99.94% and 99.93% for Pt 6 and Pt 7, respectively. The AAcc achieved for these two datasets are higher than that achieved for Pt 1, Pt 2, Pt 3, Pt 4 or Pt 5. This robust result indicates that the developed system has a stabilized robust performance with a higher accuracy than the other approaches.

Fig. 8 illustrates a complete comparison of the accuracy of the new ensemble (CM4) and the remaining proposed approaches for all the analyzed phantom and clinical datasets (Pts 1–7). In addition to the previously discussed objective performance evaluations for the achieved results by the new system, a comprehensive subjective evaluation in light of the clinician’s expertise has been carried out to validate the performance of this approach.
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