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ABSTRACT

A stroke is a medical condition characterized by the rupture of blood vessels within the brain which can lead to brain damage. Various symptoms may be exhibited when the brain's supply of blood and essential nutrients is disrupted. To forecast the possibility of brain stroke occurring at an early stage using Machine Learning (ML) and Deep Learning (DL) is the main objective of this study. Timely detection of the various warning signs of a stroke can significantly reduce its severity. This paper performed a comprehensive analysis of features to enhance stroke prediction effectiveness. A reliable dataset for stroke prediction is taken from the Kaggle website to gauge the effectiveness of the proposed algorithm. The dataset has a class imbalance problem which means the total number of negative samples is higher than the total number of positive samples. The results are reported based on a balanced dataset created using oversampling techniques. The proposed work used Smote and Adasyn to handle imbalanced problem for better evaluation metrics. Additionally, the hybrid Neural Network and Random Forest (NN-RF) utilizing the balanced dataset by Adasyn oversampling achieves the highest F1-score of 75% compared to the original unbalanced dataset and other benchmarking algorithms. The proposed algorithm with balanced data utilizing hybrid NN-RF achieves an accuracy of 84%. Advanced ML techniques coupled with thorough data analysis enhance stroke prediction. This study underscores the significance of data-driven methodologies, resulting in improved accuracy and comprehension of stroke risk factors. Applying these methodologies to medical fields can enhance patient care and public health outcomes. By integrating our discoveries, we can enhance the efficiency and effectiveness of the public health system.
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1. Introduction

A stroke ranks among the top causes of mortality and represents a severe global public health threat. As proposed in [1]. An acute stroke is broken blood vessels that lead to causes of hemiplegia, impairment, and unawareness. A stroke can occur at any time. The two common types of strokes are acute ischemic stroke and haemorrhagic stroke. If there is a reduction or cessation of blood flow to brain cells, it results in the death of these cells within a matter of minutes, ultimately leading to fatality. The prevalence and mortality of stroke continue to increase [2]. Timely identification and prevention of a stroke have become crucial to mitigate its negative outcomes. Symptoms of stroke disease may vary, and it can develop either slowly or quickly. It can be detected through face swelling, arm raising test, the way the person speaks, and the time he takes to respond, if these factors lead to abnormalities, in this scenario, it is advisable for the person to seek immediate medical attention at a hospital. The majority of the people who have experienced a stroke come under the age of 70. Six and a half million people die from stroke annually [3]. Therefore, predicting this fatal disease as soon as possible is extremely important.
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The field of medical sciences has witnessed remarkable enhancements owing to the progression of technological innovations over the years. Significantly, the Internet of Things (IoT) has simplified the collection of healthcare-related data through the accessibility of affordable wearable devices [4]. Many unprocessed medical data are derived from these devices to uncover informative patterns through diverse ML techniques. Furthermore, the insights acquired are subsequently employed for decision-making within the healthcare sector, demonstrating their effectiveness as cost-saving factors [5]. ML models can be effectively employed on Electronic Health Records (EHR) to proficiently forecast the likelihood of a stroke occurrence for each patient. It is based on the features of the patient’s records. Patients’ EHRs encompass, gather, and store numerous aspects of their medical conditions. The significant risk factors of stroke are age, hypertension, high blood pressure, smoking, and presence of heart disease, obesity, and lifestyle. However, all the accumulated features in EHRs could potentially contribute to stroke detection.

In recent years, the increasing intricacy of dimensionality and the skewed distribution of samples has posed noteworthy challenges to machine learning. The minority class has the least number of samples, whereas the majority class has more samples in case of unbalanced data [6]. The performance of the classification algorithm will be biased with majority classes [7]. Numerous discussions are conducted at various levels to overcome this constraint, including algorithmic approaches, cost-sensitive techniques, and data-level interventions. At the algorithmic level, the classification models are dynamic to improve the learning method on minority classes by assigning limits separately for both classes. Nevertheless, this approach remains fixed once put into action due to its classifier-specific nature. Cost-sensitive models address class imbalanced challenges by assigning different classification costs to different classes. Aiming to optimize misclassification costs results in an overly high price for identifying samples. Data-level techniques can be seen as data preparation strategies employing diverse sampling methods to achieve class balance within training data. This approach remains highly adaptable and independent of any specific classifier, fulfilling the fundamental criteria of traditional classifiers [8]. Data level methods are categorized as under-sampling, oversampling, and hybrid sampling techniques. Under-sampling involves the removal of certain samples from the majority class, reducing time costs. However, it comes with the drawback of potentially losing information. Random oversampling will replicate the existing minority class samples to match them with the majority class count. This duplication of samples, however, can potentially lead to issues of overfitting. Recognizing the overfitting challenge stemming from random over-sampling and aiming to maintain dataset balance, the synthetic minority oversampling technique SMOTE was introduced [9].

Numerous studies have made advancements and attained enhanced classification outcomes through the utilization of SMOTE. However, within the SMOTE technique, the incorporation of specific noisy samples during the creation of new instances can yield irrational results. As a result, this can compromise the overall classification performance of the classifier. To address this concern, Adasyn [10] arose as a technique that creates new minority samples, positioning them near the original samples that were misclassified based on the k-nearest neighbor classifier. The hybrid strategy merges the initial two models to eliminate negative class samples and duplicate positive class samples, aiming to mitigate overfitting. This hybrid data-level technique is used to address datasets with diverse distributions. However, it comes with a significant computational burden and is not suitable for multi-classification models. Oversampling predominantly encompasses techniques rooted in structure preservation and interpolation. The classification effect of minority samples has been improved by these effective approaches [11]. The oversampling technique has been utilized in this study to handle the unbalanced data.

The primary contributions of this paper encompass the following – (a) the comprehensive insight of various features for stroke prediction is provided, (b) the oversampling technique has been used for solving the imbalanced problem, (c) the classification algorithms were validated on the unbalanced dataset and also on the balanced dataset to check the impact of the oversampling technique.

Presented below is the structure of the rest of the paper. In section 2, the related study discusses how the proposed system is different from the existing system. In section 3, the detailed description of the proposed system and data sets used. It also includes
an elaborate description of the operating model. In section 4, the findings from the experiment and subsequent analysis have also been discussed neatly with the proposed algorithm and clear explanation. In section 5, there is a discussion about the conclusion, perspectives, and other future work that should be done.

2. Related work

There is an increase in the number of researches to predict stroke disease through ML techniques. As proposed by [12], a stroke prediction model has been developed using a Deep Neural Network with ant-lion optimization algorithm based on an imbalanced dataset. The imbalanced issue has been solved by random oversampling. They compared the proposed classifier algorithm including the oversampling technique with other existing ML algorithms and found the proposed model gave a better accuracy of 99.5%.

According to [13], suggested a stroke prediction model formulated on Auto HPO. In this paper, the missing values and inaccurate values are handled through statistical and non-parametric methods. Auto HPO was used to compute the hyperparameter optimization to select instances randomly from the majority samples to minimize the imbalance ratio. A deep neural network has classified with an accuracy of 71.6%.

A recent study revealed that the accuracy of a stroke prediction model can be improved by using major risk factors that were identified from the dataset and classification was done with a perceptron neural network [14]. They used an under-sampling technique to handle an imbalanced dataset. Among several machine learning classifiers, they concluded neural networks achieved a better accuracy of 78% with only limited sets of features.

As suggested by [15], the stacking algorithm outperforms other classifiers for the stroke prediction model and the most relevant features have been identified based on the ranking method. The stacking method achieved the best accuracy of 98% According to [16], a stroke prediction model has been developed based on EHR data and they reduced the feature space by using principle component analysis and dimensional reduction. Since the dataset is imbalanced, it has been solved by using a random under-sampling technique. Moreover, among several classification algorithms such as Decision Tree (DT), and Random Forest (RF), the multi-layer perceptron model achieved a better accuracy of 75.02%

Another study discussed stroke detection using rough set theory to identify the most relevant features of stroke disease and random downsampling has been used to solve imbalanced data [17]. The proposed rough set feature selection technique was compared with other feature selection techniques and achieved a higher correlation value of 0.675. According to [18]. The artificial neural network with a stochastic gradient descent algorithm outperformed the various existing ML algorithms for stroke prediction with a dataset collected from Sugam Hospital, Kumbakonam has achieved a better accuracy of 95%

Another study [19] analyzed machine learning algorithms for stroke prediction such as Logistic Regression (LR), RF, naïve Bayes, and support vector machine using a stroke prediction dataset. They concluded RF outperformed other algorithms with Auc. of 0.81 with under sampling to solve imbalanced data.

According to [20], EHR is collected from the Medical Information Mart for Intensive Care (MIMIC-III). After data preprocessing, they used LR and support vector machine for classification purposes. They also included an optimization process with these ML algorithms. They found support vector machine outperformed other algorithms.

As per the study mentioned in [21], authors used a cyberbullying dataset and four resampling techniques such as random oversampling, under sampling, smote, and hybrid smote tomek. They found accuracy had not much been improved only with resampling techniques. Somehow, smote tomek enhanced recall values. The support vector classifier outperformed other classifier models on all metrics with a margin of 0.99.

A recent study [22] focussed on the importance of drug mechanisms using machine learning classifiers to predict effective drug combinations by using real data and shown enhanced results. Here the dataset is imbalanced, so they used random under-sampling. The different classification algorithms such as naïve Bayes, RF, kNN, and LR with an average accuracy of 89%.
As given by [23], the classification of monkeypox skin lesions can be done by the convolutional neural network. It achieved a higher accuracy of 95% and also this model has been optimized by the grey optimization algorithm.

As per the article [24], the prediction of a heart attack on the MIMIC-III dataset using several machine learning algorithms gives better accuracy for RF. However, they have used a novel balanced technique named under sampling-clustering-oversampling with RF outperforms other ML classifiers with 75% accuracy. They showed gradual improvement between the original and balanced datasets.

The outcomes derived from the diverse techniques illustrate that various aspects can influence the findings of the effectiveness of the prediction model. These diverse aspects encompass chosen features, data cleaning procedures, handling of null values, data variability, and data normalization. Hence it is essential for the analysts, how these aspects using the EHR dataset are analyzed and how they affect the efficiency of the final stroke prediction model.

The existing research on stroke disease prediction models still needs to be improved by using proper sampling techniques for handling imbalanced datasets. Research in related domains that identify an imbalance ratio in the dataset affects the performance of the ML framework. Using the oversampling technique to get balanced data instead of using downsampling is important since it might lead to the loss of essential information to develop the prediction model. Hence, it is more necessary for ML practitioners in the medical field to handle class imbalance problems by using the oversampling technique. This will lead to a higher F1 score without any loss of data. If the input dataset is highly imbalanced, it is better to focus on the F1-score value than accuracy since it is biased with the majority samples.

3. Materials and methods

3.1. Dataset description

The records encompass vital signs, diagnoses, and medical examination outcomes of a patient. Further, the medical diagnosis appears favorable as EHR are optimally utilized. According to the recorded statistics, the utilization of EHR in US hospitals surged from 12.5% to 75.5% between 2009 and 2014 [25]. The stroke prediction can be done by using signals, scan images, or simply with health records [26]. The used EHR dataset is available from Kaggle, an open dataset. The dataset comprised a total of 43400 samples that consisted of 11 inbound features and 1 outcome feature. The 11 input features are identifier, gender, age, hypertension, heart disease, marital status, kind of occupation, residence area, average glucose level, Body Mass Index and smoking status. Stroke and non-stroke cases are distinguished and represented as binary classes for the output feature. [27]. The personal information of the patient can be identified by using two attributes namely age and gender. The most important clinical records are available in the remaining 8 attributes. The Kaggle dataset sources are shown in Table 1. The dataset description is shown in Table 2. Since the dataset is unbalanced, there are 1.8% instances of stroke presence and 98.1% of absence of stroke. There are 7 categorical attributes and 5 numerical attributes. In this dataset 783 have the presence of stroke while 42617 have the absence of stroke. The patient ID has been excluded for analysis and study from the features [28].

3.2. Exploratory data analysis

Table 2 consists of various risks that are mentioned with the encoded values. The analysis of features such as age, gender, work type, and stroke to find the number of occurrences under two different categories that lead to a person having a stroke or not has been discussed in this section. From the dataset, the number of people who had a stroke is 783 and who did not have a stroke is 42617 as shown in Figure 1.

Table 1. Dataset Description

<table>
<thead>
<tr>
<th>Description</th>
<th>Kaggle Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Records</td>
<td>43400</td>
</tr>
<tr>
<td>No of Features</td>
<td>11</td>
</tr>
<tr>
<td>No of Classes</td>
<td>2</td>
</tr>
<tr>
<td>% of Present records</td>
<td>1.80</td>
</tr>
<tr>
<td>% of Negative records</td>
<td>98.1</td>
</tr>
</tbody>
</table>
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Table 2. Exploratory data analysis

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Description</th>
<th>Range of Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Gender</td>
<td>Gender of the person [1: Male, 0: Female]</td>
<td>0, 1</td>
</tr>
<tr>
<td>2 Age</td>
<td>Age of the person in years</td>
<td>20-80</td>
</tr>
<tr>
<td>3 Hypertension</td>
<td>No hypertension-0, 1 Suffering hypertension-1</td>
<td>0, 1</td>
</tr>
<tr>
<td>4 Heart disease</td>
<td>No heart disease-0, 1 Suffering heart disease-1</td>
<td>0, 1</td>
</tr>
<tr>
<td>5 Ever married</td>
<td>Not married -0, 1 Married -1</td>
<td>0, 1</td>
</tr>
<tr>
<td>6 Work-type</td>
<td>Children, private,1,2,3,4,5 never worked, govt job, self-employed</td>
<td>1,2,3,4,5</td>
</tr>
<tr>
<td>7 Residence area</td>
<td>Rural or urban</td>
<td>0, 1</td>
</tr>
<tr>
<td>8 Avg-Glucose</td>
<td>Average Glucose 55-280</td>
<td>55-280</td>
</tr>
<tr>
<td>9 BMI</td>
<td>Body mass index 10.1 – 98.7</td>
<td>10.1 – 98.7</td>
</tr>
<tr>
<td>10 Smoking-status</td>
<td>Never smoked -0, 1 formerly smoked</td>
<td>0, 1</td>
</tr>
<tr>
<td>11 Stroke status</td>
<td>No Stroke – 0, Stroke – 1</td>
<td>0, 1</td>
</tr>
</tbody>
</table>

This shows the dataset is highly imbalanced. Since the number of observations of one class is significantly lesser than the number of observations of another class, with this imbalanced dataset, the predictive model could be biased and inaccurate. So, this should be balanced by using the oversampling method. The dataset consists of categorical and numerical features. The class distribution of categorical features is shown in Figure 2. The blue represents no stroke class and the orange represents the stroke class.

Fig. 1. Class distribution of stroke

Fig. 2. Class distribution of categorical features
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The approximate proportion of men and women who get stroke is 23% and 26% respectively. This indicates that men have a higher chance of getting stroke disease than women, although the disease affects both men and women. The features such as hypertension and heart disease do not have a high impact on stroke. People who are married have a higher stroke rate. The class distribution of work type is evident that a majority of participants (75%) are employed in the private sector, and 42% of them.
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had a stroke. The distribution of participants across the two classes based on their residence is shown as approximately more of the urban people suffered from stroke than rural people. The class distribution of smoking status feature is evident that smoking habit does not have a major impact on stroke disease.

From the box plot representation in Figure 3, it is shown that People aged more than 60 years tend to have a stroke. Some outliers can be seen as people below age 20 are having a stroke it might be possible that it's valid data as stroke also depends on our eating and living habits. Another observation is people not having strokes also consist of people aged greater than 60 years. Based on the box plot representation, it’s apparent that individuals who have experienced a stroke tend to exhibit an average glucose level exceeding 100. While there are clear outliers in cases of patients without stroke, it’s plausible that these outliers could represent legitimate records. There is not a notable observation that clearly illustrates how BMI impacts the likelihood of experiencing a stroke. The histogram representation of numerical features was plotted to identify any potential relationship between the feature and stroke is shown in Figure 4. It shows that the risk of experiencing a stroke increased as patients age increased. Elderly patients were more prone to experiencing a stroke compared to younger patients. The highest percentage of patients who experienced a stroke fell within the BMI range of 25 to 35, surpassing patients from other groups. Elevated BMI does not result in an increased risk of stroke. Stroke cases occur in the range of values of glucose levels from 50 – 120 and also 200 – 250.

Usually, Diabetes was identified in patients with readings exceeding 200mg/dL. Patients with readings falling between 140–199mg/dL were also categorized as having pre-diabetes. Diabetes stands as one of the contributing factors to the occurrence of a stroke, and individuals with pre-diabetes exhibit an elevated risk of experiencing a stroke.

3.3. Data preprocessing

Usually, the data that were collected is said to be raw data. To remove the redundant feature and fill in the missing values, the computation of pre-processing techniques can be handled. This technique is a significant process in every proposed structure that also eliminates the duplicate values in the dataset. In this phase, several steps are applied.

1. Some values are missing in smoking status and BMI features. The mean value must be calculated to fill in these missing values.

2. Transforming the string values into integer values of the corresponding features using Encoder. After the exploratory data analysis, the removal of outliers and duplicate values is required. The missing values should be filled in. It is noted that the BMI value is missing for about 3%. These missing values should be filled with mean values. Around 30% of the missing value is found in the feature smoking status.

Fig. 4. Histogram plot of numerical features
However, data cleaning is highly required for this imbalanced dataset. Since the BMI feature belongs to numerical value the missing values can be filled by mean. The smoking status feature belongs to categorical data so it should be filled with 'No Info' for the missing one. The next step is to transform the string values into integer values using Encoder. After this step, the data is completely transferred into a numerical dataset.

3.4. Oversampling modeling

The oversampling method such as random oversampling duplicates minority samples to balance with majority samples. This method has a disadvantage that will lead to an overfitting problem. The most commonly used oversampling technique is SMOTE which generates synthetic samples and also overcomes the disadvantage of the random oversampling method [29]. Adasyn is an extension of SMOTE that generates instances by dense regions.

3.4.1. SMOTE

The basic idea of SMOTE is it first chooses a minority sample and finds its nearest neighbor. Then it randomly chooses the nearest minority sample. Subsequently, choose a point at random along the line connecting two samples to create the new synthetic minority sample. The generation of simulated points can be done in this manner and can be re-balanced easily [30]. The difference between the sample under consideration and its corresponding nearest neighbor is taken. Then it should be multiplied by an unpredictable number generated, normalized, and then finally added sequentially to the original vector under consideration.

It consists of two significant steps.

1. For each chosen minority sample, a neighborhood is defined, which identifies k nearest neighbors.

2. The N number of neighbor samples is selected, and new samples are generated in between the existing samples by interpolation method.

Assume a minority sample \(x_i\), N randomly chosen samples from its neighborhood and \(p=1, \ldots, N\), a new sample \(x_i^p\) is expressed as \(x_i^p = x_i + u(x_{ip} - x_i)\) where \(u\) is a number that takes a value between 0 and 1 which is generated randomly. It is faster and provides better classification accuracy. However, this SMOTE technique has issues regarding noise sample generation, which means there is a chance of generating new samples that belong to the majority samples. To overcome this issue, there are variants of smote have been developed. One among them is the Adasyn oversampling technique.

3.4.2. Adasyn

Adasyn is an adaptable approach for generating data that can evolve based on feedback and results which generates samples adaptively to mitigate the effects of imbalanced data in classification tasks. The dataset is illustrated as D and the number of samples represented as \(m\). \(x_i, y_i (i=1,2, \ldots, m)\) \(x_i\) is an input sample and \(y_i\) is an output sample. \(y_i \in \{0,1\}\) is a class label, \(y_i=0\) is mentioned as an underrepresented class, and \(y_i=1\) is mentioned as an over-represented class. The number of samples in the underrepresented class is assigned as \(m_0\) and the number of samples in the overrepresented class is assigned as \(m_1\), where, \(m_0\) is less than \(m_1\), \(m_0 + m_1 = m\) [31]. The scatterplot of numerical features using Adasyn is shown in Figure 5.
The used dataset is highly imbalanced. Out of 43400 samples, it is divided as 42617 and 783 for no stroke class and stroke class respectively. The dataset distribution between no stroke and stroke classes are 1.8% and 98.1% respectively. It is not advisable to use the under-sampling method to solve class imbalance, though it may lose the required information of samples. So here two techniques of oversampling such as smote and adasyn have been used. Among these, adasyn is more suitable for this dataset while performing classification. Table 3 describes the dataset before and after the oversampling method. The dataset is divided into 80% for training (34094 for no stroke class and 626 for stroke class) and 20% testing (8523 for no stroke class and 157 for stroke class). It also shows the count of samples before and after smote and adasyn methods during training. For smote, the number of samples for no stroke is 34094, and for stroke is 34289.

### Table 3. Dataset before and after oversampling method

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Phase</th>
<th>Training (80%)</th>
<th>Testing (20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Dataset</td>
<td>34094</td>
<td>626</td>
<td>8523</td>
</tr>
<tr>
<td>Before Oversampling</td>
<td>34094</td>
<td>626</td>
<td>8523</td>
</tr>
<tr>
<td>After Smote</td>
<td>34094</td>
<td>34094</td>
<td>8523</td>
</tr>
<tr>
<td>After Adasyn</td>
<td>34094</td>
<td>34289</td>
<td>8523</td>
</tr>
</tbody>
</table>

### 3.5 System Architecture

Once data has been processed, it becomes available for model construction. Model development involves utilizing various data preparation and ML techniques. Some of the techniques employed include DT, LR, RF, and Artificial Neural network (ANN). To compare the performance of these models, accuracy metrics such as accuracy score, precision score, recall score, and F1 score are used. Figure 6 illustrates a block schematic of the proposed system architecture.

### 3.6 Classification algorithm

The detailed analysis of three classification approaches for stroke prediction is discussed in this section. They are LR, DT, and NN-RF. The benefits of combining neural network with RF for classification are as follows,

1. There are a lot of various interpretability tools and techniques in a tree-based model that can be used by a single unique library.
2. It is easy to combine the neural network and decision forest by using this library, whereas the output of the neural network can be consumed by a tree-based model.
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It is possible to solve ranking problems in addition to classification and regression using this model.

3.6.1 Logistic Regression

One of the supervised classification algorithms is the LR algorithm. Based on the logistic function, the individuals are classified. This LR suits well for the environment where the data points do not fit properly. This can be achieved with the help of the Sigmoid function. The equation for simple linear regression, which is used to model the linear relationship between two variables, is expressed in Equation (1).

\[ y = b_0 + b_1 \times x. \]  

(1)

So, the function is then transformed by applying the sigmoid function to it, and it is shown in Equation (2).

\[ p = \frac{1}{1 + e^{-y}} \]  

(2)

Now the value of y is calculated by using Equation (3).

\[ \ln\left(\frac{p}{1-p}\right) = b_0 + b_1 \times x \]  

(3)

Implement the gradient descent algorithm to optimize the coefficient and intercept. The purpose of this model is to evaluate the extent to which each independent variable contributes to the probability of the outcome variable, by quantifying their statistical significance and estimating their effect size.

3.6.2 Decision tree

The algorithm can be trained on a dataset containing labelled examples of different categories, which can then be used to predict the category of new, unseen examples based on the learned patterns and features extracted from the training set. One of the robust approaches popularly adopted in ML is DT. The efficient combination of a series of basic tests represents the successive DT model. In each test, the numerical value will be compared to a threshold value. It is mainly used for grouping purposes. Each tree is composed of nodes and branches. The node represents features to be classified.

3.6.3 Artificial Neural Network

It is simply referred to as Neural Network (NN). Its structure and functionalities are similar to the human brain. It is one of the types of ML algorithms that can learn complex patterns in data and make predictions based on the learning data. Neuron is the basic building block of NN. It consists of multiple layers of neurons. Neurons in each layer have been connected and associated with their weights. The output has been produced with the help of the activation layer. These are trained with labelled data and produce predicted target output.

3.6.4 Random Forest

RF is a versatile and most commonly used ML algorithm that belongs to the ensemble model. It can perform classification and regression. It consists of multiple decision trees, where each tree is trained independently. There is less chance of getting overfitting problems in this RF model.

3.6.5 Neural network-random forest

This classification model is a combination of the artificial neural network but the SoftMax layer is replaced with a decision forest, which consists of several decision trees [32]. The input features are considered as X and the output feature is represented as y. A decision tree is a two-way tree comprised of both branching vertices and outcome vertices. Here, N represents the branching vertex index within the decision tree, while L signifies the collection of outcome vertex indices 1, . . ., L. Each outcome vertex, denoted as l∈L, is associated with a probabilistic distribution across the output space Y. Additionally, every decision node, denoted as n∈N, is allocated a boundary rule. Furthermore, the mapping function X→R is established within the artificial Neural Network [33]. This function plays a crucial role in shaping the behavior of the boundary rule associated with the decision trees.

Algorithm:

Input – dataset S = (x₁, y₁) . . . . (xₙ, yₙ), features F, and quantity of trees in forest

Output – Stroke or not Stroke

1. Function NN-RF (S, F)
2. Initialize parameters of Decision Forest Classifier such as number of trees, number of nodes in each tree, min and max depth of a tree
3. For i less than mindepth to maxdepth, do
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4. Assign nodes for each categorical feature and numerical feature

5. End for

6. To calculate out of bag accuracy, initialize the dataset S for training construct NN-RF with K trees train NN-RF using dataset S for each decision tree Ti in NN-RF do

7. Si=bootstrapped dataset used for training T_i

8. Si_c=S/S_i

9. Pi= predictions on dataset Si_c using Ti, calculate average performance or error using predictions

10. P=p_1, p_2, . . . .p_k

The corresponding pseudocode has been given below. Initially, data has been loaded, then if any values of the dataset are null, it will be replaced with mean. After preprocessing the data, it has been divided into training and testing phases. Though the dataset is highly imbalanced, both smote and adasyn oversampling have been applied. Classification has been done with the proposed NN-RF classifier.

Pseudocode:
BEGIN
Data✓ load dataset
Find mean and replace if data. Value is equal to NAN or null
Preprocessing:
Encode data if data. dtypes=object
X✓data. Drop ['stroke']
Y✓data. Stroke
Split data as x_1, x_2, y_1, y_2
S_x✓smote (data_x)
A_x✓adasyn (data_x)
Classifier✓train model using A_x
Predict✓test [data (x_2, y_2)]

The learning rate is assigned as 0.001, the batch size is fit to 150, and the total number of epochs is 100. The number of trees is 300 and their corresponding depth is 10. It is observed from the given algorithm, that it is associated with training set S, features samples, number of trees were treated as input.

The variables such as the number of trees, the number of nodes in each tree, and min and max depth of a tree should be initialized. Then assign nodes value for each tree using for statement. The name of the parameter, its default value, and their description are represented in Table 4.

Table 4. Description of parameters used for NN-RF

<table>
<thead>
<tr>
<th>Name of the Parameter</th>
<th>Default Value</th>
<th>Description of the parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>0.001</td>
<td>Step size used by optimization algorithm during training</td>
</tr>
<tr>
<td>Batch size</td>
<td>150</td>
<td>No samples per patch</td>
</tr>
<tr>
<td>epochs</td>
<td>100</td>
<td>No of times the model will iterate during training</td>
</tr>
<tr>
<td>L2 regularization</td>
<td>0.001</td>
<td>Regularization with small weight decay</td>
</tr>
<tr>
<td>n_estimators</td>
<td>300</td>
<td>Number of trees to fit</td>
</tr>
<tr>
<td>Max_depth</td>
<td>10</td>
<td>Allow trees to grow deep enough to capture complex patterns without overfitting</td>
</tr>
<tr>
<td>Min_samples_split</td>
<td>2</td>
<td>The minimum number of samples required to split an internal node</td>
</tr>
<tr>
<td>Min_samples_leaf</td>
<td>1</td>
<td>Minimum number of samples to be at leaf node</td>
</tr>
</tbody>
</table>

4. Results

The experiment is done with Windows 11 OS that has RAM of 16 GB, a Hard Disk of 500GB, and Python 3.8 is used. The input dataset consists of 43400 records and 12 features that represent major risk factors of Stroke disease.

4.1 Performance metrics to evaluate the model

The ML algorithm’s performance is examined by different evaluations such as recall, precision, accuracy, and F-score [34]. They are calculated as follows

True Positive (TP) – the No of persons who had stroke occurred gives the output as “stroke is predicted”

True Negative (TN) – the No of persons who do not have a stroke gives the output as “No stroke is predicted”

False Positive (FP) – the No of persons who do not suffer from a stroke but give the output as “stroke is predicted”

False Negative (FN) – the No of persons who had a stroke occurred but gives the output as “No Stroke is predicted”

The evaluation metrics such as accuracy, precision, recall, and F1-measure can be defined as shown in Equations (4), (5), (6), and (7) respectively.

Accuracy:
Accuracy is the percentage of actual predicted instances from the available instances. It is calculated by using the equation.

\[
A = \frac{TP + TN}{TP + TN + FP + FN}
\]

(4)

Precision:

Precision is defined as the number of correctly positive predictions from the number of positive predictions.

\[
P = \frac{TP}{TP + FP}
\]

(5)

Recall:

The recall is defined as the rate of values that measure positive predictions to the classifier correctly predicted.

\[
R = \frac{TP}{TP + FN}
\]

(6)

F1-Measure:

To find the relationship between precision and recall, the F-Measure has been used. The smaller value of precision or recall will represent the F-Measure value. It is given as follows.

\[
F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

(7)

The other metric such as the Area under ROC curve has also been used to evaluate the prediction performance of models.

4.2 Evaluating performance of the proposed model

The outcome of the NN-RF algorithm is compared with the existing ML classification algorithms to predict the stroke in EHR. The comparison was done with and without oversampling techniques such as SMOTE and Adasyn for all five classification algorithms [35].

With the help of a confusion matrix, the evaluation of the model can be performed. This comparison takes place between this model and other ML algorithms such as DT and LR. The performance metrics of the proposed model have outperformed the other two algorithms in terms of F1 measure, accuracy, and Auc values. The comparison of performance metrics among five machine learning algorithms without sampling, with the Smote technique and with the Adasyn technique are shown in Tables 5, 6, and 7 respectively. The F1 score of LR is lesser than DT which in turn is lesser than NN-RF and their corresponding single models in case of without sampling, with SMOTE, and with Adasyn. The accuracy and Auc values of the proposed NN-RF model outperform the other models including single models such as NN and RF.

<table>
<thead>
<tr>
<th>Machine Learning Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Accuracy</th>
<th>Auc</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>0.69</td>
<td>0.70</td>
<td>0.69</td>
<td>0.60</td>
<td>0.54</td>
</tr>
<tr>
<td>LR</td>
<td>0.69</td>
<td>0.70</td>
<td>0.69</td>
<td>0.59</td>
<td>0.53</td>
</tr>
<tr>
<td>NN</td>
<td>0.68</td>
<td>0.69</td>
<td>0.67</td>
<td>0.63</td>
<td>0.60</td>
</tr>
<tr>
<td>RF</td>
<td>0.71</td>
<td>0.70</td>
<td>0.68</td>
<td>0.69</td>
<td>0.69</td>
</tr>
<tr>
<td>NN-RF</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.74</td>
<td>0.75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Machine Learning Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Accuracy</th>
<th>Auc</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>0.71</td>
<td>0.72</td>
<td>0.71</td>
<td>0.69</td>
<td>0.66</td>
</tr>
<tr>
<td>LR</td>
<td>0.72</td>
<td>0.62</td>
<td>0.67</td>
<td>0.70</td>
<td>0.71</td>
</tr>
<tr>
<td>NN</td>
<td>0.61</td>
<td>0.63</td>
<td>0.67</td>
<td>0.70</td>
<td>0.68</td>
</tr>
<tr>
<td>RF</td>
<td>0.73</td>
<td>0.72</td>
<td>0.71</td>
<td>0.73</td>
<td>0.74</td>
</tr>
<tr>
<td>NN-RF</td>
<td>0.72</td>
<td>0.75</td>
<td>0.72</td>
<td>0.76</td>
<td>0.77</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Machine Learning Classifier</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Accuracy</th>
<th>Auc</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>0.72</td>
<td>0.74</td>
<td>0.73</td>
<td>0.75</td>
<td>0.77</td>
</tr>
<tr>
<td>LR</td>
<td>0.75</td>
<td>0.65</td>
<td>0.70</td>
<td>0.76</td>
<td>0.77</td>
</tr>
<tr>
<td>NN</td>
<td>0.68</td>
<td>0.65</td>
<td>0.62</td>
<td>0.68</td>
<td>0.72</td>
</tr>
<tr>
<td>RF</td>
<td>0.72</td>
<td>0.71</td>
<td>0.74</td>
<td>0.79</td>
<td>0.80</td>
</tr>
<tr>
<td>NN-RF</td>
<td>0.75</td>
<td>0.76</td>
<td>0.75</td>
<td>0.84</td>
<td>0.86</td>
</tr>
</tbody>
</table>
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The corresponding ROC curve of the NN-RF model in terms of without sampling, with smote and with adasyn is shown in Figures 7, 8, and 9 respectively.

The important performance indicators for ML algorithms are training and execution time. Training time refers to the duration it takes for a model to undergo training on a given dataset, while execution time encompasses the overall duration required for computations, encompassing tasks like data splitting, preprocessing, and model evaluation. The training and execution time for LR are 0.45s and 6.54s respectively. For the DT algorithm, the respective times are 0.74s and 7.47s. The training time and execution time for RF are 9.8s and 17.93s. For NN algorithm, it takes 110.87s for training time and 130.85s for execution time. The training time and execution time for the proposed NN-RF are 122.67s and 149.78s.
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5. Discussion

Among the chosen base models, the NN-RF model demonstrated the highest efficiency across all the evaluation metrics. Likewise, elevated values were attained by the LR and DT classifiers. Observing precision metrics, the SMOTE and Adasyn values are approximately similar discrimination abilities for DT and NN-RF classifier models. There is a slight difference in the Recall value between SMOTE and Adasyn of the LR classifier. A higher difference in precision and recall values for the LR model in the case of SMOTE and Adasyn techniques. Since the dataset is unbalanced, the F1 measure serves as an appropriate metric to gauge the efficiency of the ML model of the dataset. From the observation, the F1- measure of NN-RF with the Adasyn oversampling technique is 3% higher than the SMOTE technique. However, in terms of accuracy, the adasyn got 8% higher than SMOTE. The comparative graph of precision, recall, and F1 – Score, Accuracy, and Auc values for five classification algorithms is shown in Figures 10, 11, and 12 respectively.

Here utilizing the open dataset is the main limitation. These data are characterized by finite dimensions and attributes differing from those found in hospital or institutional datasets. While the latter could potentially provide more comprehensive information and diverse features, collecting an elaborate health profile of participants, gaining access to such data is often a laborious process due to time constraints and privacy considerations.

The comparison of similar studies on similar datasets as well as with the stroke dataset has been shown in Table 8. It shows that the proposed model achieved higher accuracy.

Table 8 Comparison with similar studies

<table>
<thead>
<tr>
<th>Article name</th>
<th>Methodology</th>
<th>Accuracy (%)</th>
<th>Resampling techniques</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>A predictive analytics approach for stroke prediction using machine learning and neural networks</td>
<td>DT, RF, and NN which was the best</td>
<td>77</td>
<td>Random down sampling</td>
<td>Stroke prediction dataset</td>
</tr>
<tr>
<td>Analyzing the performance of stroke prediction using ML classification algorithms</td>
<td>LR, DT, RF, KNN, SVM, and Naivebayes which was the best</td>
<td>82</td>
<td>Under-sampling</td>
<td>Stroke prediction dataset</td>
</tr>
<tr>
<td>Stroke Risk prediction using Artificial intelligence techniques through Electronic health records</td>
<td>LR and SVM which was the best</td>
<td>73</td>
<td>No sampling</td>
<td>EHR(MIMIC-III)</td>
</tr>
<tr>
<td>An Imbalanced-Data Processing Algorithm for the Prediction of Heart Attack in Stroke Patients</td>
<td>KNN, DT, SVM, Adaboost, and RF which was the best</td>
<td>70</td>
<td>Undersampling-Clustering-Oversampling</td>
<td>Stroke samples</td>
</tr>
<tr>
<td>Proposed model</td>
<td>NN-RF</td>
<td>84</td>
<td>Smote and Adasyn</td>
<td>Stroke prediction dataset</td>
</tr>
</tbody>
</table>

6. Conclusions and Future Work

A stroke poses a critical risk to human life that demands prevention and treatment to avert unforeseen complications. In the present era of swift ML advancement, clinical providers, and medical professionals can leverage models to handle imbalanced issues contributing to a stroke incidence. They can also evaluate the associated probability or risk of occurrence. ML can play a vital role in timely predicting strokes and minimizing their severe consequences [36]. The features present in EHR have the representation of 10 in number. The feature
space for predictive modeling cannot be reduced further without a significant loss of data. Hence, all the features had been used for the stroke prediction. This study compared various ML algorithms, such as DT, and LR, with the NN-RF algorithm separately with SMOTE and Adasyn oversampling techniques outperformed the stroke prediction model based on multiple features that encapsulate the profile of the participants. It is found that NN-RF along with Adasyn oversampling has the best performance with an F1 – measure of 75%. Also evaluating classifier performance through metrics such as AUC and accuracy is crucial for interpreting model effectiveness and showcasing their classification performance. The hybrid NN-RF classification method demonstrates superior performance compared to other approaches, achieving an AUC of 86% and an accuracy of 84%. By integrating these findings, the efficiency and effectiveness of the public health system can be enhanced.

Various paths are waiting for further work in the future. It is better to combine the electronic records dataset with a contextual understanding of various diseases and medications drawn from the publicly accessible Linked Open Data (LOD) cloud. This can be achieved by elevating the dataset to Linked Data standards and establishing interconnections with the LOD cloud. The process of interlinking is complex. However, the integration of background knowledge has the potential to enhance the performance of classification algorithms for stroke prediction, although the maintenance of these interconnections is vital.
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