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a b s t r a c t 

Cyber security incident handling is a consistent methodology with which to ensure overall business con- 

tinuity. However, specifically handling incidents for critical information infrastructures is challenging ow- 

ing to the inherent complexity and evolving nature of the threat. Despite the number of contributions 

made to cyber incident handling, there is little evidence of literature that focuses on modelling activities 

that will enhance developers’ abilities to model incident handling processes and activities according to 

different views. Modelling languages of this nature should integrate essential concepts and a descriptive 

implementation process in order to enable developers to analyse, represent and reason about the crucial 

incident handling effort s required to support critical information infrastructures. The aim of this paper is, 

as part of the CyberSANE EU project, to develop a Cyber Incident Handling Modelling Language (CIHML) 

that focuses explicitly on modelling incident handling in the context of a critical information infrastruc- 

ture. The work is innovative in its approach because it consolidates concepts from various domains such 

as security requirements, forensics, threat intelligence, critical infrastructures and cyber incident handling. 

The approach will allow the phases of the incident handling lifecycle to be modelled from three different 

views (critical information infrastructures, threat and risk analysis, and incident response). An implemen- 

tation process is also proposed, which will serve as a comprehensive guide for developers in order to 

create these modelling views. Finally, CIHML is evaluated using a real-life scenario from the CyberSANE 

project to demonstrate its applicability. The incident observed had a severe impact on the overall business 

continuity of the context studied. The results obtained from the study show that CIHML can help critical 

information infrastructure operators to identify, evaluate, represent and model cyber incidents in critical 

information systems, in addition to providing the support required to determine the response strategies 

needed in order to mitigate these cyber-attacks. 

© 2023 The Author(s). Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Critical Information Infrastructures (CIIs), such as energy, trans- 

ortation and telecommunication networks, are greatly depended 

pon for the delivery of reliable essential services. The complex- 

ty among various components of CIIs (such as people, processes, 

nd technology), make them a prime target for cybercriminals. 

here has recently been a constant increase in the number of high- 

rofile security incidents that continually target CIIs ( Lewis, 2019 ; 

aglaras et al., 2018 ). Cyberattacks are now becoming increasingly 
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ore complex, multi-vector, and rapidly evolving, which results in 

evere disruptions to critical services and overall business continu- 

ty ( Kure et al., 2022 ). Despite the significant investments made in 

rder to implement security controls, organisations must develop 

ncident handling processes with which to prepare for impending 

ncidents ( Wang and Park, 2017 ). The research and industrial com- 

unities have made several effort s to provide incident handling 

rocesses ( Papastergiou et al., 2019 ; Sabillon, 2022 ; Salvi et al., 

022 ; Staves et al., 2022 ). However, there is a lack of focus on

he model-based approach for a comprehensive incident analysis 

hat will provide a common understanding of possible incidents 

nd their mitigation. This limitation poses a significant challenge 

or the extensive study and representation of a security incident 
under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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andling process, especially for CIIs. It also hinders the ability of 

II operators to understand the security and privacy-related re- 

uirements for incident handling. 

This paper presents a new Cyber Incident Handling Modelling 

anguage (CIHML) that supports the analysis, reasoning and repre- 

entation of cyber incident handling processes in CII. The CIHML 

s part of research efforts in CyberSANE 1 to develop a modelling 

anguage that will enable CII operators to reason about cyber in- 

ident handling requirements, security and privacy requirements. 

he main aim of the CyberSANE project is to improve the secu- 

ity and resilience of Critical Information Infrastructures through 

he use of a dynamic collaborative response system with which 

o manage incidents and analyse and forecast threats. The project 

laces emphasis on the effective interactions among the CII opera- 

ors and develops correlation techniques and standards that can be 

mployed to analyse events and information sharing. To this end, 

IHML contributes with systematic incident management and the 

oordination of CII operators in order to support the objectives of 

he CyberSANE. This signifies that CIHML is requirements driven 

it uses requirements-based concepts (such as actor, goals, con- 

traints) to analyse and model cyber incident handling. The key 

ontributions of this paper are summarised as follows: 

• A meta-model that consists of a set of concepts with which to 

specify and express cyber incident handling according to the 

specific requirements and contexts of CIIs. It extends require- 

ments engineering concepts, including relevant cybersecurity 

and privacy domains, in addition to a wide range of industrial 

best practices, guidelines and standards. 

• The provision of a process that guides the effective modelling 

of security and privacy concerns related to incident handling 

processes, including the analysis of incidents such as potential 

impact and the likelihood of an attack, the CII assets affected, 

the consequences of threats and risks, and incident response 

strategies. 

• The formulation of modelling views with which to represent 

specific requirements for incident handling. The objective of 

these modelling views is to drive the practical analysis, preven- 

tion, detection, response and mitigation of various cyber inci- 

dents. The modelling views entail graphical visualisation that 

will also facilitate understanding and enhance the ability of CII 

operators to model and reason about security and privacy re- 

quirements. 

• CIHML is validated through a real-case study from the Cyber- 

SANE EU funded project. Our results show that CIHML enables 

operators to perform the detailed modelling of a cyber inci- 

dent (Jigsaw Ransomware). It also supports the explicit repre- 

sentation of the potential impact of a cyber incident (accord- 

ing to high, medium and low priority) on the different assets 

of the context studied in a structured and analysable manner. 

Moreover, CIHML enables the modelling of mitigation strategies 

that improve upon existing control measures and more ade- 

quately defend against cyberattacks, which are vital to incident 

response. In general, CIHML provides a better understanding of 

the entire CII setting and overall incident response decision- 

making and communication process among stakeholders. 

The paper is structured as follows: Section 2 covers the re- 

ated works, while Section 3 presents a description of the ap- 

roach/methodology, along with the criteria considered in order 

o develop CIHML. This section also introduces new concepts, a 

onceptual model, and a process for CIHML. The implementation 

nd evaluation of CIHML is provided in Section 4 by means of a 

eal-life case study derived from the CyberSANE Project. A general 
1 CyberSANE: https://www.cybersane-project.eu/ 

t

t

g

2 
iscussion is presented in Section 5 , and the paper concludes in 

ection 6 . 

. Related work and background 

This section presents the existing work that is relevant to our 

ork, including incident handling, security modelling, and relevant 

tandards. 

Possible attacks by attackers may lead to various cybersecu- 

ity incidents, including critical service operation disruption, data 

eak and software interruption ( Gaidarski and Minchev, 2021 ; 

ehto, 2022 ). Cybersecurity incident management deals with mul- 

iple steps with which to analyse and manage these incidents. Se- 

urity incidents are undesired events that impact on the different 

imensions of the valuable assets that make up a company’s in- 

ormation systems ( Mahima, 2021 ). These incidents are caused by 

ailures in the implementation of the security controls that protect 

hese assets, i.e. by vulnerabilities that exist in the information sys- 

ems. These vulnerabilities are exploited by attempts to reach these 

ssets and cause damage to them ( Ramsay et al., 2020 ). 

In order to minimise the damage of these incidents, organi- 

ations attempt to apply the most appropriate incident response 

ethods ( Prasad and Rohokale, 2020 ). Many organisations have fo- 

used on managing risks through integrated services in Computer 

ecurity Incident Response Teams (CSIRT), as these have proved to 

e one of the best solutions with which to improve cybersecurity 

y collaborating with each other, sharing knowledge and learning 

rom cross experiences ( Tanczer et al., 2018 ). However, the imple- 

entation of a CSIRT comes at a considerable cost, which makes it 

uitable only for large organisations, thus implying need to create 

impler and more effective incident management systems for small 

nd medium-sized enterprises ( Pl ̇eta et al., 2020 ). 

Security incident management and response can be consid- 

red a hot research topic with some relevant open questions 

 Grispos et al., 2017 ). One of the most relevant question is how 

o achieve a reasonable situational awareness in order to discover 

he situation regarding vulnerabilities, threats and possible secu- 

ity incidents ( Ahmad et al., 2021 ). Intense research has recently 

een carried out in this area by, for example proposing models 

ith which to explain how organisations should achieve situa- 

ional awareness of cybersecurity ( Ahmad et al., 2020 ). It is argued 

hat providing a rapid and efficient response to security incidents 

learly supports cybersecurity awareness and improves the overall 

ybersecurity performance of companies ( Naseer et al., 2021 ), or 

hat misinformation should be considered as one of the key rea- 

ons for the lack of situational awareness ( Ahmad et al., 2019 ). 

ndeed, it is often claimed that attackers take advantage of the 

ack of corporate communication following cybersecurity incidents 

 Knight and Nurse, 2020 ) and the lack of learning from their expe- 

iences of incidents ( Ahmad et al., 2020 ). One study concluded that 

earning from a low impact incident should not be ignored when 

ompared to a high impact incident, thus allowing the organisation 

o aim for initial and early events ( Ahmad et al., 2012 ). 

A number of research proposals have emerged in response 

o these problems in incident management, and several incident 

anagement approaches and frameworks have been introduced 

ith the main objective of providing guidelines with which to en- 

ance incident handling capabilities. Tøndel provides a systematic 

verview of current incident management practices based on the 

nderlying phases of the incident management process. The study 

mphasizes more empirical studies, tactic knowledge and the iden- 

ification of root causes in order to understand and manage the in- 

ident ( Tøndel et al., 2014 ). Nnoli et al. (2012) meanwhile, highlight 

he importance of effective forensic investigations while analysing 

he incident owing to the lack of guidance with which to investi- 

ate forensic evidence. 

https://www.cybersane-project.eu/
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The aforementioned work also emphasizes the consider- 

tion of root cause analysis from all dimensions for in- 

ident analysis. Metzger et al. (2011) proposed a process- 

ased integrated incident management approach that combines 

ll incident reporting channels for rapid incident response . 

apastergiou et al. (2019) presents an overview of the CyberSANE 

ystem that tackles the incident, concentrating particularly on Eu- 

opean Critical Information Infrastructures. The approach integrates 

ctive incident handling with a reactive approach in order to pro- 

ide a real-time insight into attacks and alerts related to cyber 

vents using multiple subcomponents. Athinaiou et al. (2018) de- 

eloped a security incident response modelling language by inte- 

rating a cyber-physical system with incident response considered 

or health-based critical infrastructures . Incidents are specifically 

odelled by means of reflexive associations that cascade the influ- 

nce from one incident to another incident. The model is visually 

resented using various notations without providing any details on 

ow the incident could be a response. 

There are also works that aim to evaluate the incident handling 

xperience. Kuypers (2017) evaluates how cybersecurity incidents 

re dealt with in large organisation. The investigation considers 

any incidents over a period of time and observes that small inci- 

ents are increasing while large incidents are remarkably constant 

ver time. The result shows that organisations have become more 

fficient at dealing with large cyber incidents when compared to 

mall incidents. Metzger employed real-world incident investiga- 

ion as the basis on which to recommend a security incident re- 

ponse process, including clearly defining the roles and responsi- 

ilities required to manage an incident ( Metzger et al., 2011 ). The 

tudy also emphasizes the need for centralised monitoring tools 

nd highlights that there is a specific low-risk security incident 

hich may occur frequently. Fombona Cadavieco et al. (2012) in- 

estigated incidents in a higher education institute over a period 

f time, and the results show that software-related incidents are 

ore frequent than other incident types, and that incident rates 

re constant despite the fact that the number of devices is increas- 

ng. Chockalingam proposed the development of an ontology for 

ecurity incident management, which aims to make security in- 

ident response more practical, and validated it in a case study 

 Chockalingam and Maathuis, 2022 ). 

Furthermore, various standards have emerged that focus on at- 

empting to solve some aspects related to security incident man- 

gement. NIST SP 800-61 ( Cichonski et al., 2012 ) is a widely used

tructural approach that guides the planning, detects access, and 

rovides reports and lessons learned in order to manage the in- 

ident. ISO provides a basic definition of concepts and phases for 

nformation security incident management, including a structured 

uideline with which to plan and prepare incident management. 

IST SP 800-61 provides an incident response guideline that aims 

o provide practical guidance in order to respond to cybersecurity 

ncidents. The guideline comprises detailed recommendations that 

an be used to establish an incident response programme with a 

ocus on the structure of an incident response team, the steps re- 

uired in order to perform incident handling (such as incident de- 

ection and analysis), and incident response coordination and in- 

ormation sharing. Furthermore, ETSI_TR_103_331_V1.2.1, 2019 pro- 

ides threat information sharing and exchange in a standardised 

nd structured manner. ENISA (2010) also provides guidelines for 

ncident handling by combining both ISO/IEC and NIST and focuses 

ainly on the incident response. ISO27035:2016 provides guidance 

or Incident Management Principles ( ISO/IEC_27035-1:2016, 2016 ) 

nd Guidelines for Planning and Preparing for Incident Response 

 ISO/IEC_27035-2:2016, 2016 ). 

Upon concentrating on the case of incident management when 

ocused on critical infrastructures, it will be noted that re- 

earchers highlight its importance, as derived from the interde- 
3 
endence of organisations and Advanced Persistent Threats (APTs) 

 Settanni et al., 2017 ). Other research highlights the importance of 

aving an effective model that regulates the management of se- 

urity incidents in critical infrastructures and analyses the char- 

cteristics that an incident management model should have, fo- 

using on the energy sector ( Pl ̇eta et al., 2020 ). Focusing on the

ritical sector of airports, attempts have been made to develop 

ome models based on ontologies, which include aspects such as 

ncident management, and the attempts made to correlate them 

nd enrich them with information from external databases ( Canito 

t al., 2020 ). With regard to the aviation sector, research has also 

een carried out based on the analysis of the most serious inci- 

ents suffered in recent years, reaching the conclusion that it is 

ecessary to develop specific CSIRTs for this sector and that they 

hould be based on NIST principles ( Lekota and Coetzee, 2019 ). 

ther researchers have focused on analysing current SIEMs in or- 

er to determine their strengths and weaknesses when applied to 

ncident management in critical infrastructures, reaching the con- 

lusion that the current models should be strengthened so as to 

mprove reaction time and decision-making capacity in the face 

f a high number of incidents ( González-Granadillo et al., 2021 ). 

hat all the research does agree on is that it is necessary to fur- 

her develop models with which to manage security incidents in 

his type of infrastructure. 

If we focus on the development of meta-models for incident 

anagement in critical infrastructures, there are very few publi- 

ations. In the naval sector, attempts have been made to develop 

ome models for incident response management, such as the Cy- 

er Incident Response Decision Model (CIRDM), which is based on 

 metamodel whose main elements are component, system, mis- 

ion, function, vulnerability and countermeasure ( Visscher, 2021 ). 

ithin the hydrocarbon transport sector, an ontological model for 

ecurity incident management is also presented, focusing on the 

elationships that exist between the different elements, which are: 

yberIncident, AttackVector, Vulnerability, Asset, Victim, Offender, 

equest, Investigator, ActionPlan, ApplicationAnalysis, CortainInci- 

ent, and Financial ( Chockalingam and Maathuis, 2022 ). As can be 

een, there is little research on the development of these meta- 

odels for critical infrastructures, and they tend to have little in 

ommon when it comes to defining their constituent elements. 

Other research is oriented towards the construction of a mod- 

lling language for security incident response ( Athinaiou et al., 

018 ). The creation of a system that can support security 

anagers in incident management in CIIs is also dealt with 

 Papastergiou et al., 2019 ), as is incident handling, targeting criti- 

al sectors such as energy and transport ( Papastergiou et al., 2021 ). 

ut all this research is linked to partial results obtained from the 

ybersane project, of which the research proposed in this publica- 

ion is also part. 

Below (see Table 1 ), a comparison has been made of the ele- 

ents that make up the CIHML proposal along with other propos- 

ls for meta-models for security requirements that currently exist. 

As can be seen, 6 proposals have been selected, in addition to 

IHML. The main conclusions that can be drawn from the compar- 

tive analysis are the following: 

• All of them differ as regards the selection of the elements that 

make up the meta-models. Most of them coincide as regards 

taking into account the central elements (Actor, asset, goal, vul- 

nerability), but they tend to differ in the case of the other ele- 

ments. 

• It is also possible to see that, although most of them are ori- 

ented towards critical infrastructures, they are focused on dif- 

ferent sectors (Energy, Water and sewage treatment, Naval Sec- 

tor, Hydrocarbons, etc.). 
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Table 1 

Comparison of meta-model proposals for security requirements. 

CIHML 

Faily and 

Fléchais, (2010) Simou et al. (2016) 

Yeboah-Ofori and 

Islam (2019) Visscher, (2021) 

i-CSRM ( Kure et al., 

2022 ) 

Chockalingam and 

Maathuis, (2022) 

Actor Yes Yes Yes Yes No Yes No 

Malicious Actor Yes Parc Parc No No Parc No 

Asset Yes Yes Yes No No Yes Yes 

Vulnerability Yes Yes No Yes Yes Yes Yes 

Threat Yes Yes No Yes No Yes No 

Impact Yes No No No No No 

Risk Yes Yes No Yes No Yes No 

Goal Yes Yes Yes Yes No Yes No 

Constraint Yes No No No No No No 

CyberIncident Yes No Yes Yes No Yes Yes 

Control 

Mechanism 

Yes Parc Parc Yes No Yes No 

CCA Yes No No No No No No 

Evidence Yes No Yes No No No No 

TTP Yes No No Yes No Yes No 

Dependency Yes Yes No No No No No 

OtherElement Scenario, Misuse 

case, Security 

Attribute, 

Requirements, 

Task, 

Protective, Cloud 

provider, 

Documentation, 

Resource 

CSC Requirements, 

InformationSharing 

Component, 

System, Mission, 

Function, 

Countermeasure 

Indicator, Plan, 

Threat Actor, 

AttackVector, Victim, 

Offender, Request, 

Investigator, 

ActionPlan, 

pplicationAnalysis, 

CortainIncident, 

Financial 

Orientedto CII - Energy CII - Water and 

sewage treatment 

Cloud system SuplyChain CII - Naval Sector CII - General CII - Hydrocarbons 
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• Moreover, some proposals use similar concepts, but they are 

not exactly the same, and they differ in their sub-elements. 

• Finally, another interesting conclusion of the comparative study 

is that other elements included in other meta-models could be 

analysed in order to discover whether they could enrich the 

proposal made by CIHML. And it would be possible to analyse 

whether the variability in the meta-models is associated with 

their sectoral or technological focus. 

We have made several observations regarding the existing 

orks, standards, and practices relating to incident management. 

irstly, the existing works place more emphasis on the technical 

olutions required in order to manage the incident rather than a 

oot cause analysis of the incident by taking into account assets, 

hreat intelligence, vulnerabilities, evidence, incident, and control. 

econdly, little effort has been made to develop an incident man- 

gement modelling language specifically focusing on critical infor- 

ation infrastructure. Finally, the incident analysis needs to con- 

ider security requirements, threat intelligence, risk and forensic 

vidence from a holistic perspective if it is to tackles today’s so- 

histicated incident and complex system context. Our work con- 

ributes to addressing these limitations. In particular, the main 

ontribution of this work is: (i) the development of a cybersecurity 

ncident handling modelling language from a holistic perspective; 

ii) the visual analysis of the incident from three distinct views, in- 

luding the critical information infrastructure, threat and risk anal- 

sis, and incident response, and (iii) an evaluation of the applica- 

ility of the CIHML using a real industrial use case scenario. 

. Methodology used to develop CIHML 

In this section, we present a summary of the approach followed 

hen developing CIHML, which comprises two important parts, 

amely (i) the identification of concepts and (ii) the development 

f a conceptual model and a process. 

The development of any modelling language principally requires 

 structured definition, elicitation, and reasoning of domain-related 

oncepts, along with the application of a well-established method- 

logy ( Nordstrom et al., 1999 ). Moreover, Kosar carried out a sys- 

ematic mapping study in order to analyse the different existing 
4 
roposals regarding Domain-Specific Languages ( Kosar et al., 2016 ), 

n which it was concluded that the adaptation of this method- 

logy and a guideline implies the integration of new context- 

pecific concepts and consolidation with pre-existing ones in a 

omprehendible and consistent manner that satisfies the require- 

ents for incident handling. CIHML, therefore, leverages and ex- 

ends the existing requirements engineering concepts in Secure 

ropos ( Mouratidis et al., 2016 ) with relevant concepts from such 

omains as digital forensics, cyber resiliency and cyber threat in- 

elligence. The rationale behind adopting Secure Tropos is that it is 

ell suited to the modelling of security requirements and provides 

n in-depth analysis of the security issues in an organisation and 

ts social setting. 

Secondly, a conceptual model is developed in order to provide 

he foundation for the specification and representation of the ex- 

racted concepts. The main reason for the conceptual model is to 

rovide a high-level understanding of the concepts and their re- 

ationships in order to model incident handling activities so as to 

rovide shared knowledge among developers and the CII incident 

esponse team (IRT). The conceptual model for the language is de- 

eloped using a UML class diagram, which employs a graphical no- 

ation to construct and visualize object-oriented systems by repre- 

enting a system’s classes, their attributes, operations and the re- 

ationships among objects ( Idani, 2009 ). Each concept is presented 

s a class with a list of attributes, the concepts are related to each 

ther using relationships such as association and generalisation, 

nd a glossary is provided in order to elucidate the meaning of 

he concepts. Moreover, a process with which to supplement the 

eta-model is included. The process serves as a guide for devel- 

pers in the course of implementing the conceptual model. The 

rocess consists of activities and tasks, and it encompasses various 

echniques, methodologies, and industrial standards so as to ensure 

alidity, comprehensibility and compliance with generally accepted 

uidelines. 

.1. Research objective and criteria for CIHML 

In order to develop a more elaborate alignment between CIHML 

nd standard methods, we consider the main objectives of the re- 
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earch and present several core criteria that should be fulfilled to 

chieve the objectives. The criteria consider the specific require- 

ents of the CyberSANE Project stakeholders, i.e. the artefacts the 

rospective users of CIHML expect from it. These artefacts have 

een established by analysing the patterns of actions, expectations 

nd decision making that should be supported. 

The review of the existing works and practice as presented in 

ection 2 was used as the basis on which to define the main ob- 

ectives of this work, which are provided below, while the crite- 

ia were defined according to specific design principles and re- 

uirements that every modelling language should aim to satisfy 

 Kolovos et al., 2006 ). We have defined the following criteria for 

he CIHML: 

• Improve the incident handling of critical infrastructure by pro- 

viding a modelling language that includes a comprehensive un- 

derstanding of the critical infrastructure context. 

• Systematically guide the incident response process on the basis 

of a control mechanism and its categorisation and cyber course 

of action. This supports determination control types which are 

more important for CI context. 

• Develop an incident modelling and handling approach, from the 

critical infrastructure context to the analysis of threats, vulner- 

abilities and risks relating to the incident, thus allowing appro- 

priate reasoning and modelling views to be obtained for the in- 

cident and suitable actions with which to tackle the incident to 

be determined. 

• Integrate the existing best practices, guidelines and concepts for 
the development of a unified incident handling process, includ- 

ing impact assessment, with a view to more widespread adop- 

tion in any specific CI sector. 

• Requirements-Driven Modelling Approach: CIHML shall provide 

the mechanisms required in order to elicit, collect and analyse 

requirements associated with security and privacy requirements 

towards cyber incident handling in CIIs. 

• Embed Essential Domain Specific Concepts and industry spe- 

cific best practice: CIHML shall consider a certain set of do- 

mains specific concepts, relevant properties, and industry spe- 

cific standards and practices, thus allowing it to provide com- 

prehensive support for incident handling. CIHML shall, there- 

fore, encapsulate domain specific concepts from security re- 

quirements, incident handling, forensics, risk management and 

incident handling. 

• Different Levels of Abstraction: CIHML shall provide adequate 

modelling capabilities from a conceptual, strategic, and tactical 

point of view, each focusing on various aspects that promote 

the modularity and separation of incident handling processes 

and supports the reasoning and analysis of incidents and se- 

lected controls. 

• Analysis of Cyber and Representation of Incidents: CIHML shall 

facilitate a systematic analysis of cyber incidents by enabling 

the effective representation of operational and security threats, 

vulnerabilities and risks to CII assets. It shall provide easy ways 

in which to create dynamic models that are capable of showing 

various incident assessment outcomes, such as the severity of 

threat elements, affected assets, and the corresponding control 

measures. 

.2. CIHML concepts 

This section presents a detailed description of the essential con- 

epts used when developing CIHML. As mentioned earlier, the con- 

epts were mostly conceived from various domains including se- 

urity, forensics, threat intelligence, critical infrastructure and cy- 

er incident handling, which are relevant for the development 

f the modelling language. The rationale behind the inclusion of 
5 
hese concepts is based on the analysis, elicitation and docu- 

entation of stakeholders’ requirements in the CyberSANE project 

 CyberSANE, 2022 ). This will additionally make it possible to de- 

elop a unified approach that will be provide broader adaption 

f the proposed approach. Some of the concepts are, therefore, 

eneric, but others such as CIIs focus on understanding the whole 

II system context, in addition to which our approach links the 

ontrol mechanism with the course of action required to tackle 

he incidents. The underlying goal is to ensure that the concepts 

re integral for the effective and efficient prevention, detection, re- 

ponse and mitigation of various cyberattacks against the CIIs. We 

ave, therefore, identified and consolidated the following concepts 

n CIHML 

• Critical Information Infrastructure (CII): this implies commu- 

nication networks, information-based facilities, cyber-physical 

assets or systems that support the operations of critical in- 

frastructure, which if damaged, would result in serious conse- 

quences for the proper functioning of critical public, govern- 

ment or industrial services. CII can also be considered to be 

those systems that provide resources or services upon which 

essential functions depend, of which possible incapacitation or 

destruction would result in a significant effect on the economy, 

security and/or health of society. 

• Actor: this represents an entity with intentions, goals, and ob- 

jectives within a system. An actor also participates in a process, 

performs a task, or carries out an action within an organisa- 

tional setting. An actor is categorised according to type (such 

as a developer), including the role performed by an actor (such 

as system development and administration). 

• Assets: these are cyber resources that can be used by the actors 
to support the critical functions such as systems, software, data, 

network devices, or other components that enable information- 

related activities, management, service delivery. Assets are char- 

acterised by varying attributes such as categorisation and crit- 

icality. An asset can be categorised according to network, soft- 

ware, or data. An asset’s criticality expresses the importance or 

degree to which the asset is relied upon for the delivery of crit- 

ical functions. 

• Goal: this represents a strategic interest that an actor aims to 

achieve. Goals are mainly introduced in order to achieve pos- 

sible security constraints that are imposed on an actor or that 

exist within CIIs. A goal consists of attributes such as type and 

purpose; for example, authentication and authorisation controls 

could be the goal of an asset whose purpose is to ensure secu- 

rity protection. 

• Constraint: a set of restrictions related to security and privacy 
that must be satisfied for a specific asset or actor goal to be 

achieved. It consists of a ’type’ attribute that distinguishes se- 

curity and privacy constraints. 

• Malicious Actor: this represents an individual, groups or organ- 

isations that participate in hostile actions or operate with ma- 

licious intents in order to have harmful effects on CIIs. It is im- 

perative to identify and represent different types of threat ac- 

tors on the basis of distinctive characteristics and motives (such 

as goals, motivation, tactics, and procedure) to compromise CIIs. 

Threat actors can, therefore, be characterised by their goals, and 

the tactics, techniques, and procedures that they use. 

• Cyber Incident: this implies a security-related event that pro- 

duces unanticipated consequences, unwanted occurrences or 

instances that will probably compromise, breach, or violate the 

security policy. A cyber incident has an adverse effect on the 

organisation’s information system owing to any potential dis- 

ruption and impacts on confidentiality, integrity and availabil- 

ity. A cyber incident provides a useful understanding of possi- 

ble threats within the organisation. For example, a cyber inci- 
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dent can include but is not limited to the unauthorised disclo- 

sure of classified information, the unauthorised modification of 

classified information, and the malicious disruption, use or pro- 

cessing of CIIs. 

• Impact: the measurable implications or consequences caused by 

a security incident for assets within CIIs. The intention is to 

measure the potential severity of the adverse effect that a secu- 

rity incident has on CIIs. The impact contains attributes such as 

description, type, affected, affected infrastructure, and severity. 

• Vulnerability: this refers to weaknesses in an asset or a security 

mechanism that can be exploited by a threat and which could 

result in degradation or loss (incapacity to perform its desig- 

nated function). 

• Threat: this implies any cyber-event with the potential to have 

an unwanted effect on or harm the asset because of vulnerabil- 

ities being exploited by a threat actor. The attributes of threat 

include a category that describes the class of threat (such as a 

denial of service), the severity of the threat with regard to its 

potential impact and affected assets in order to identify the as- 

sets affected by the threat. 

• Risk: this is the potential consequence of an incident, threat 
or vulnerability that can result in a range of negative conse- 

quences, loss, damage, or the undesirable change to assets. Risk 

is associated with attributes such as the likelihood, which mea- 

sures the possibility of a potential risk occurring, and impact, 

which estimates the potential losses associated with an identi- 

fied risk. 

• Control Mechanism: this represents any technical safeguards, 

systems, or processes that are used to safeguard assets, man- 

age risk, control threats, manage security incidents and miti- 

gate vulnerabilities. The concept is characterised by attributes 

according to type, goals, and measure of effectiveness to either 

remove, counter, or mitigate risks or cyber-incidents. There are 

three distinct types of control mechanisms: 

◦ Detective Mechanisms: these include security control mea- 

sures implemented to detect and send an alert regarding 

impending threats or incidents. 

◦ Preventive Mechanisms: these are designed to prevent a se- 

curity incident, a threat or risk from occurring, and reduce 

or avoid the likelihood of them and their potential impact 

on CIIs. 

◦ Corrective Mechanisms: these include control measures that 

are taken to address existing damage or restore CIIs to their 

prior state following a security incident. 

• Evidence: this represents electronic data concerning observable 
patterns, artefacts, or behaviour that can be used to analyse a 

security incident. Evidence is generated from various sources 

such as log files, error messages, intrusion detection systems, or 

firewalls. For example, evidence of an incident may be captured 

in several logs that each contains different types of data. It in- 

cludes attributes such as type, to indicate the evidence type, 

and the source from which evidence is extracted, such as intru- 

sion detection system logs. 

• Cyber Course of Action: this is related to a set of security 
controls with which to tackle the incident. It is characterised 

by procedural and technical courses of action that are applied 

within an operational setting in response to the impact of 

cyber-incident. The control focuses mainly on the vulnerabili- 

ties that are exploited for the incident, and suitable remedia- 

tion. In contrast to Control Mechanism, Cyber Course of Action 

is intended to integrate a combination of technologies and ad- 

ministrative procedures with which to recover from and adapt 

to adverse security incidents, risks and impacts on CIIs that 

have not been sufficiently prevented by the Control Mechanism. 

• Tactics, techniques, and procedures (TTP): These represent the 
behaviour or mode of operation of the adversary or threat ac- 
6 
tor. The TTP could be used to gather information about the at- 

tack pattern, resources deployed, and exploits used. TTP is rele- 

vant as regards identifying threat actors and gaining knowledge 

about the attacker’s motives and expected impact. 

◦ Tactics: these describe how threat actors operate during dif- 

ferent types of attacks. 

◦ Techniques: these are the strategies used by the adversary 

to facilitate initial attacks, such as the tools, skills and capa- 

bilities deployed. 

◦ Procedures: these are the set of tactics and techniques put 

together to carry out an attack. Procedures may vary de- 

pending on the threat actor’s objective, purpose and nature 

of the attack. 

.3. Conceptual model 

Fig. 1 shows the conceptual model for CIHML, which provides 

n interpretation of and highlights the relationship among the con- 

epts. The concepts in the meta-model are represented as boxes, 

hile the attributes are properties inside the boxes, and the rela- 

ionship between the concepts is created using arrowed lines. The 

ritical information infrastructure provides vital functions and op- 

rations within a specific sector such as health and energy, whose 

isruption could result in severe disruption to the economic well- 

eing, security, or safety of society. The critical infrastructure is 

sually operated and used by actors who have different types of 

oals (security and privacy goals). Moreover, each critical infras- 

ructure consists of and requires a wide range of cyber assets for it 

o deliver critical functions. The critical infrastructure is, therefore, 

ppraised in order to specify the underlying domain and boundary 

f operations, the actors whose interest and goals must be repre- 

ented, the particular security and privacy constraints imposed on 

ctor goals, and the supporting cyber assets. 

Assets have varying levels of criticality and are usually associ- 

ted with vulnerabilities. In particular, misconfigurations or lapses 

n controls can introduce vulnerabilities, and they can be subject 

o exploitation by a malicious actor. A malicious actor possesses a 

ifferent set of skills and goals with which to compromise an asset. 

 malicious actor’s activities could result in a threat. A threat en- 

ails different characteristics and is categorised according to type 

nd severity. Moreover, the manifestation of a threat could result 

n a risk such as the interruption of critical functions that would 

ead to a cyber incident and subsequently have a variety of im- 

acts on one or more assets. Fundamentally, a prioritised set of 

ontrol mechanisms in the form of procedures or technical safe- 

uards is typically implemented in order to address vulnerabilities 

nd threats, prevent risks, and ultimately mitigate the impact of 

yber incidents on the critical infrastructure. Control mechanisms 

re implemented according to the detective, preventive and cor- 

ective mechanisms for various purposes, such as detecting threats, 

inimising the potential impact of a threat, and restoring cyber as- 

ets to a prior state, respectively. In addition, the evidence is gen- 

rated and collected by security mechanisms containing informa- 

ion about threat patterns and cyber incidents. The evidence col- 

ected can be aggregated and analysed with the purpose of detect- 

ng patterns and trends, along with responding to cyber incidents. 

he occurrence of a cyber incident triggers the process for inci- 

ent handling, which has the goal of mitigating the impact of a 

yber incident, and of eradicating the root cause of a cyber inci- 

ent. Cyber course of action expresses the measures required in 

rder to address and respond to an impending incident by utilis- 

ng the procedural course of action and technical courses of action 

nd is initialised by an actor such as IRT. The cyber course of ac- 

ion also improves the existing control mechanism and an overall 

ecurity posture of critical infrastructure. 
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Fig. 1. Conceptual Model for Cyber Incident Response Modelling. 
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.3.1. Modelling views 

t is worth mentioning that a distinctive facet of CIHML is that 

t embraces the notion of decomposing the conceptual model ac- 

ording to three key sub-models/views, namely CII analysis, threat 

nd risk analysis, and incident response view . The goal of this 
7 
ecomposition is to enable the creation of a graphical view of 

he different phases of incident handling in CII. The decompo- 

ition will enhance the developers’ understanding of the main 

lements of the meta-model, mostly because it becomes more ex- 

ressive in order to improve knowledge and facilitate the full im- 
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Table 2 

CII Analysis View. 

MODEL 1: Analysis Of CII 

Motive: The basis of this model is to provide a graphic representation of the CII with regard to its boundary. The model will enhance the developer’s awareness 

and understanding of the connection between the CII and assets, critical functions being supported, and the consideration of the human elements that influence 

the operations of CII. 

Key Concepts Description 

CII It will facilitate the understanding and identification of the critical infrastructure and its associated functions. The goal is to ensure 

that the CII is modelled according to the predetermined services or functions 

Asset The ICT systems that are essential for the operation of the CII are modelled according to criticality level or support for CII functions. 

Goal Actor goals are included in the modelling in order to analyse and reason about privacy and security requirements from the CII point of 

view, as well as actors’ interest from incident response viewpoint. 

CII The model includes the CII, which contains a set of assets that could be exploited by a Malicious Actor, and which are affected by the 

impact of a Cyber Incident. 

Constraint The security and privacy constraints imposed that must be met for the satisfaction of security and privacy goals are also modelled. 

Actor The model will aim to identify the different actors involved or who have a strategic interest in the CII (such as owners, users, 

operators, and regulators) 

Perceived Result: The main result is to provide an awareness of the CII in an organisational context and identify and assess potential vulnerabilities, threats, and 

risks that could lead to a cyber-incident, along with incident response activities. 

Table 3 

Threat and risk Analysis View. 

MODEL 2: Threat and Risk Analysis 

Motive: The model provides a general representation of potential threats, vulnerabilities and risks that could lead to a cyber-incident, including the analysis of the 

potential impact on assets. 

Key Concepts Description 

Vulnerabilities The underlying and emerging vulnerabilities associated with assets are included in the model 

Threat Provides a clear articulation and granular characterisation of prevailing cyber threats 

Risk Potential Risk is identified by modelling the threat scenarios within the context of relevant vulnerabilities. 

CII The model includes the CII, which contains a set of assets that could be exploited by a Malicious Actor, and which are affected by the 

impact of a Cyber Incident. 

Threat Actor Captures the different threat actor types that could compromise assets, including characteristics such as the commonly used tactics, 

techniques and procedures. 

ControlMechanisms The existing control mechanisms that perform certain functionalities such as removing, identifying, or mitigating a cyber-incident are 

also included in the model—the inclusion of control mechanisms in the model assists as regards determining the controls that are in 

place. 

Perceived Result: The result shows a threat and risk analysis report, including a list of threats, threat intelligence information, and controls. 
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lementation of the concepts and their relationships. Tables 2–

 , therefore, provide a summary of the different views, the mo- 

ives behind creating the views, the concepts that can be uti- 

ized to create the views, and the perceived outcome of each 

iew. 

.4. CIHML process 

As mentioned earlier, CIHML comprises a process whose ob- 

ective is to serve as a guide with which to analyse, spec- 

fy and graphically model incident handling processes in CIIs. 

he process consists of three different sequential sets of ac- 

ivities, as shown in Fig. 2 , that are tailored according to the 

hree modelling views presented in the previous section. When 

ormulating the process, we used various guidelines, standards 

nd best practices relating to multiple domains, such as ISO 

7,0 0 0 ( Humphreys, 2016 ), ENISA guidelines ( Mattioli and Levy- 

encheton, 2014 ), NIST ( Cichonski et al., 2012 ), and OWASP (2014) .

hese standards have been widely adopted in different CII sectors, 

nd their integration within the process provides numerous bene- 

ts. Standards mostly involve inputs from a wide range of domain 

xperts and primarily ensure conformity to requirements, assess- 

ent criteria and methodologies, and usually reflect recommended 

ractices ( Viegas and Kuyucu, 2022 ). 

.4.1. Activity 1: analysis of CII 

The objective of this activity is to identify and analyse CIIs, 

long with operational context. The identification of operational 

ontext that influences an organisation’s services and functions is 
8 
ey aspect as regards a successful incident response process. In 

his respect, the analysis of CIIs involves the modelling of criti- 

al infrastructure from an organisational and operational perspec- 

ive in order to establish a clear awareness of the current factors 

hat may influence an organisation. The goal is to present the CII 

ector, functions and assets that are used to manage, control, and 

upport the provisioning of critical services. The concepts that sup- 

ort the creation of a modelling view in this activity include Criti- 

al information infrastructure, Asset, Goal, Constraint and Actor. An 

ctor such as a developer or security analyst with significant fa- 

iliarity with and knowledge of an organisation’ operational con- 

ext could, therefore, initiate this activity according to the criti- 

al service-dependent approach proposed by ENISA ( Mattioli and 

evy-Bencheton, 2014 ). 

The identification of critical services as a critical task consists of 

wo different techniques, namely state-driven and operator-driven. 

n the state-driven approach, the process used to identify CIIs is 

uided by governmental agencies that have the mandate to iden- 

ify and protect CIIs, and it is more relevant for scenarios in which 

overnmental agencies are involved in the process of identifying 

IIs in a generic context. The operator-driven approach is, however, 

ore specific, and the leading role of identifying CIIs is, therefore, 

ssigned to the operators or asset owners of CIIs within an or- 

anisation. It is more context-specific and more suited to support- 

ng the stakeholders within an organisation who are knowledge- 

ble about their infrastructure and the critical sector within which 

n organisation operates. The developer may, therefore, consider 

dopting the operator-driven approach in this activity because ac- 

ors such as owners or operators of CIIs are more involved in the 
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Table 4 

Incident Response View. 

MODEL 1: Analysis Of CII 

Motive: aims to capture incident response strategies that can be used to identify cyber-incidents, contain and minimize the impact, and recover from 

cyber-incidents. It will enhance the understanding of relevant response strategies that are suited to an organisation in order to effectively and efficiently contain or 

mitigate the impact of potential threats, vulnerabilities, risks and cyber-incidents. 

Key Concepts Description 

Cyber Course of Action 

(CCoA) 

The model represents a combination of operational and technological processes that are used to respond to, protect and recover from 

cyber-incidents. CCoA consists of such strategies as Procedural and Technical CCoA. Procedural CCoA models cyber-incident handling 

strategies by human elements (including security awareness and management oversight), policies and plan, and regulatory compliance. 

Technical CCoA comprises those actions that enable the orchestration and automation of incident response mechanisms with which to 

ensure that the desired security and privacy posture of the CII is maintained during an incident. Technical CCoA is categorised 

according to key elements, such as protection actions and recovery actions. 

Assets The CCoA is comprehensively mapped onto each Asset in order to highlight and correlate the CCoA strategies (procedural or technical 

strategy) that are most suitable for or applicable to the security and privacy contexts of a CII as far as handling the incident is 

concerned 

Impact The efficiency and scope of CCoA strategies are included in the model to highlight the extent to which the specific impacts of a 

cyber-incident that can be mitigated. 

CII The model includes the CII, which contains a set of assets that could be exploited by a Malicious Actor, and which are affected by the 

impact of a Cyber Incident. 

Actor Similarly, actors (such as IRT) are included in this model in order to identify the role that each Actor plays in the direction, 

implementation and achievement of the different CCoA strategies. 

Control Mechanism The existing control mechanisms that perform certain functionalities such as removing, identifying, or mitigating cyber-incident are 

modelled. 

Perceived Result: Specification of the relevant incident handling strategies that are applicable to a given context of cyber-incident within the CII, including the 

actors involved in the initialisation and maintenance of the incident handling process. 

Fig. 2. CIHML Process. 
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rocess. The activity includes three tasks, which are explained be- 

ow. The SPEM 2.0 diagram defining the basic pattern of inputs, 

asks and outputs of this activity is shown in Fig. 3 . 

ask 1.1: identify critical sector and functions. This task enables 

he representation of a critical sector pertinent to an organisation 

ased on the Critical information infrastructure concept. An organi- 

ation that provides critical functions is represented as a CII within 

 defined boundary. Essentially, the output of this task provides an 

verview and understanding of critical information infrastructure 

nd the critical functions whose interruption could lead to severe 

amage or consequences. The critical infrastructure extends across 

any sectors, such as healthcare, transport, energy, etc. A sufficient 

dentification of a critical sector that applies to an organisation’s 

perational setting and the critical functions being provided are 

undamental points for the analysis of a CII activity. This implies 

he understanding of the critical sector in which the organisation 

perates in order to clear the path for the performance of subse- 

uent activities. 

One viable technique that can be used to identify a critical sec- 

or and functions is that of exploring strategic and operational ob- 

ectives in order to understand the critical sector that is relevant 

or an organisation. It can be supported by following the guid- 
9 
nce provided by the European Programme for Critical informa- 

ion infrastructure Protection framework (EPCIP) ( EPCIP, 2008 ). EP- 

IP identified a total of 10 sectors that are defined on the basis of 

arious impact assessments and studies carried out by stakehold- 

rs. A diverse range of critical functions is provided in order to re- 

ate these critical sectors and the critical functions they support. In 

ddition, ENISA ( Mattioli and Levy-Bencheton, 2014 ) has provided 

n indicative list of critical sectors, associated sub-sectors and ser- 

ices that could be consulted by developers. This classification pro- 

ides a channel that could guide the modelling of critical sectors 

nd functions. Another important source to consider is the ENISA 

eport entitled "Baseline Security Recommendations for the Inter- 

et of Things in the context of critical information infrastructures”

 Sklyar and Kharchenko, 2019 ). IoT and CPS devices are becoming 

ncresingly key elements of CIIs, and the majority of CPS-security 

elated works are focusing on these critical infrastructures for any 

ector ( Adepu et al., 2019 ). Rosado et al. (2022) have, therefore, de- 

eloped a pattern called MARISMA-CPS that builds the scaffolding 

or the management of risk analysis processes that is specifically 

riented towards CPS-based environments and is, owing to its na- 

ure, extensible to ICIs. This pattern contains catalogues of different 

ypes of key elements involved in the technical infrastructure of an 

CP environment. We have taken the families and types of assets 
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Fig. 3. SPEM 2.0 diagram of Activity 1: Analysis of CII. 

Table 5 

Families and types of assets for CIIs based on MARISMA-CPS pattern. 

Family of Assets Type of Assets 

Devices Hardware, software, actuators, and sensors. 

Ecosystem Devices Devices to interface with Things, devices to 

manage Things, and embedded systems. 

Communications Networks and protocols. 

Infrastructure Routers, gateways, power supply, and security. 

Decision Making Algorithms for data mining, and data processing 

and computing. 

Applications & Services Data analytics and visualisation, device and 

network management, and device usage. 

Information/Data Information stored in a database (at rest). 

Information sent or exchanged through the 

network (in transit). 

Information used by an application, service, or IoT 

element (in use). 
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efined by Rosado and that are, according to ENISA report, typi- 

al in CPS systems, and which are essential components for CIIs. 

able 5 , therefore, shows the different types of assets to be in- 

orporated into our asset catalogue, based on MARISMA-CPS asset 

lassification, grouped by family of assets. 

These families of assets are the basis for CIIs because they cover 

ll the elements of any given CII. For example, for a health envi- 

onment such as a smart hospital, the relevant assets that form 

art of the asset family, such as information/data, may include pa- 

ients’ clinical results and medical files, along with their personal 

ata. Other examples of assets could include laboratory informa- 

ion systems, hospital information systems, health monitoring de- 

ices, or even the hospital power system, etc. to name but a few. 

imilarly, an alternative way in which to identify critical functions 

s to consider which functions will result in significant adverse im- 

acts such as loss or destruction or the interruption to function or 

ata. These categories can be further expanded with respect to the 

equirements of the critical sector and the organisation’s goals and 

bjectives. 

ask 1.2: create actor profile. This task creates the actor profile, in- 

luding actors, roles, goals, and constraints. This task assists as re- 

ards attaining a better understanding of the specific role of actors 

nd their intentions within an organisational setting. In summary, 

he task can be achieved by: 
10 
• Specifying Actor according to types (such as developers, users, 
operators, regulators), and strategic hierarchies within the or- 

ganisation (such as managers, directors, providers), etc. 

• Specifying the role of actors by presenting details of the associ- 
ated influence, responsibilities, and participation in critical in- 

frastructure operations. 

• Associating actors with the goals they pursue, such as ensuring 

the security and privacy of data. 

• Specifying security and privacy constraint. Constraints can be 
determined by identifying essentially relevant non-functional 

requirements (with emphasis on security and privacy), such as 

data encryption and authentication. 

ask 1.3: – determine assets and criticality. It is crucial to determine 

he criticality of assets that are essential to sustaining critical func- 

ions (such as networks and systems). The aim is to support the 

nalysis and modelling of assets according to a specific category, 

ncluding asset components and criticality level. 

The first step in this task is, therefore, to identify and cate- 

orise assets according to a classification scheme. Assets can be 

ategorised according to different types of identification elements, 

uch as literal identifies, relationship identifiers, synthetic identi- 

ers, and extension identifiers ( Wunder et al., 2011 ). Each iden- 

ification element considers the different type of information. For 

nstance, the relationship identifiers are used when assets are to 

e identified on the basis of their relationship with another asset. 

he next step in this task is to determine asset criticality. We ad- 

ocate the use of an existing asset criticality rating specific to an 

rganisation or based on the impact ratings proposed in this paper. 

With regard to the Asset Criticality Rating, different impact fac- 

ors can be used to determine criticality, such as: (a) service im- 

act - the impact on the loss or degradation of a critical function, 

b) population affected - the percentage of the population affected 

y the disruption of critical functions, and (c) economic impact –

he financial cost of service disruption ( Theoharidou et al., 2009 ). 

he critical information infrastructure owners will decide which 

riteria to use on the basis of compliance with several require- 

ents. The service impact criteria have, therefore, been employed 

n order to provide a table of indicative impact criteria that will 

erve as a reference with which to determine asset criticality. This 

s done in conjunction with potential levels of impact provided by 

he FIPS impact rating, as shown in Table 6 ( EPCIP, 2008 ). 
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Table 6 

The impact on loss of services owing to the failure or malfunction of an asset. 

Potential Impact Definition Impact Rating 

Low The loss of or damage to an asset is expected to have a limited adverse effect that: (i) causes degradation to the extent 

that critical functions are provided but the effectiveness of the functions is noticeably reduced; (ii) results in a minor 

disruption to other assets, or (iii) results in a minor financial loss. 

1 

Medium The loss or damage of an asset will; (i) cause the significant degradation of critical functions to the extent that a critical 

function will be provided, but effectiveness is significantly reduced (ii) result in significant damage to other assets and 

components, or (iii) result in a significant financial loss 

2 

High The potential loss or damage of an asset will: (i) cause the severe degradation to the extent that critical functions cannot 

be provided; (ii) result in severe damage to or the loss of other assets, or (iii) result in a major financial loss. 

3 

Fig. 4. SPEM 2.0 diagram of Activity 2: Threat Analysis Model. 
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.4.2. Activity 2– threat analysis model 

Upon completing the CII analysis, it is necessary to under- 

tand the risk and threat landscape. This activity, therefore, com- 

rises techniques with which to identify and assess vulnerabilities, 

hreats and risks that could result in a cyber incident that could 

otentially impact on the CII. The activity requires a structured 

epresentation of threat information that expresses valuable situ- 

tional and contextual threats that are specific to the organisation. 

e advocate the use of two different methods, i.e. a threat classi- 

cation approach and a cyber incident operationalisation approach 

or this activity. On the one hand, the threat classification approach 

ocuses on the analysis of the commonly listed threats and vul- 

erabilities found in threat taxonomies, classification, and informa- 

ion sources (such as ENISA Threats taxonomy) that are likely to 

ffect CIIs. This approach is broad-ranging, and involves the iden- 

ification, review, and assessment of an extensive list of potential 

hreats, and the likely impact they will have on CII. However, as 

hreats vary over time and the techniques used by cybercriminals 

ontinue to evolve, this could be resource consuming and difficult 

or use by non-security experts. 

On the other hand, cyber incident operationalisation is more 

pecific to the assessment of specific threats, vulnerabilities and 

isks that have materialized and resulted in a cyber incident from 

 holistic viewpoint of the Threat Actor. It focuses mainly on the 

yber incidents that are caused by a threat actor in order to sys- 

ematically explore, characterise and determine the strategies that 

ould be used to operationalise the incident. However, one limi- 

ation of this approach is that it potentially overlooks a vast pool 

f threat information that developers can use to understand and 

nalyse emerging cyber threats. Both approaches are suitable as 

egards assisting developers to attain a better understanding and 

ssessment of a cyber incident in detail. This activity, therefore, 

onsists of the following tasks. The SPEM 2.0 diagram defining the 

asic pattern of inputs, tasks and outputs of this activity is shown 

n Fig. 4 . 
11 
ask 2.1 – identify and analyse threats. This is the first task in this 

ctivity that deals with the identification of potential threats, vul- 

erabilities, and risks. In other words, the assets identified in the 

revious task are used as the basis on which to profile all possi- 

le threats that could negatively impact on the assets. It requires 

 sound approach that enables the gathering of valuable insights 

ased on the analysis of situational and contextual threats that are 

ore specific to an organisation’s threat landscape. The use of the 

hreat classification approach therefore makes it possible to lever- 

ge threat taxonomies and models in order to identify potential 

hreats that may compromise assets, including exploitable vulner- 

bilities, which will improve the developers’ ability to understand 

he nature of threats in a more structured manner. 

This task is accordingly enabled by the Threat concept. At this 

uncture, the first attempt to identify threats is to consider infor- 

ation sources that provide a comprehensive list of threats. Many 

ources provide timely and relevant threat information, such as cy- 

er threat intelligence platforms, tools and standards. In this con- 

ext, ENISA published a Threat Taxonomy with the objective of 

ssisting in the understanding of threats related to information 

nd communication technology assets. The ENISA Threat Taxon- 

my can, therefore, be adopted as a reliable source of threat in- 

ormation. The ENISA Threat Taxonomy provides a comprehensive 

nd well-structured taxonomy of threats that aims at improving 

he understanding of threats related to CII ( ENISA, 2016 ) 

Once the threat information source has been identified, the 

ext task is to methodically analyse the threats in terms of classi- 

cation and severity and create an association with the assets that 

re most affected by the threat. This analysis is enabled the Cate- 

ory and Severity attributes. It is imperative to perform this anal- 

sis according to standard methodologies. In this respect, threat 

valuation models such as STRIDE Model ( Microsoft, 2007 ) can be 

sed. The STRIDE model is particularly utilised to categorise threats 

ccording to exploits such as Spoofing Identity, Tampering, Repu- 

iation, Information Disclosure, Denial of Service and Elevation of 
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Table 7 

Threat Categorisation Matrix. 

Category Consideration 

Spoofing (S) Attackers masquerade as a legitimate user, system or 

application element 

Tampering (T) Attackers modify or tamper with assets in transit or 

in-store 

Repudiation (R) Attackers perform actions that cannot be traced 

Information 

Disclosure (I) 

Attackers disrupt or interrupt normal operations of the 

asset 

Elevation (E) Attackers obtain access privilege to an asset without 

legitimate authority. 

Table 8 

DREAD Model. 

Category Question 

Damage Potential (D) How extensive is the damage potential? 

Reproducibility (R) How easy it is for the threat to be repeated or 

reoccur? 

Exploitability (E) How easy is it to launch the treat? 

Affected Users (A) Approximately how many users will be affected? 

Discoverability (D) How easy is it to discover the vulnerabilities? 
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rivilege. In addition, Microsoft’s DREAD model ( Meier, 2003 ), pro- 

ides a framework with which to rate, compare, and prioritise the 

everity of various threats by rating them on an ordinal scale. The 

odel consists of five main categories: Damage, Reproducibility, 

xploitability, Affected user, and Discoverability. These two models 

an be utilised to categorise and determine the severity of threats. 

The use of the ENISA Threat Taxonomy in conjunction with the 

TRIDE and DREAD models therefore makes it possible to create a 

hreat analysis matrix reflecting the severity and category of po- 

ential threats. In particular, the threats listed in sources such as 

he ENISA taxonomy can be modelled according to exploits in or- 

er to represent the threat actor’s intention according to STRIDE 

as shown in Table 7 ). Moreover, threats can be rated by follow- 

ng the customised and accompanying questions shown in Tables 8 

nd 9 . 

The above scales can be used to rate and determine the severity 

f each threat according to the DREAD model. The questions can 

lso be modified or extended accordingly. A rating table is used 

ith corresponding values of 3, 2 and 1 to represent (3) high, (2) 

edium and (1) and low, respectively. The outcome can fall within 

he scope of 5 to 15 to denote threat severity from low to high. The

hreats with an overall rating of 12–15 can be treated as having 

High Severity’, 8–11 as ’Medium Severity’, and 5–7 as ’Low Sever- 

ty’, as shown in Table 10 . 

ask 2.2 – identify vulnerabilities. The second task involves the 

dentification of vulnerabilities that can be exploited by the threat. 

he identification and modelling of vulnerabilities are supported 

y the Vulnerability concept, whereby the different types of vul- 

erabilities associated with assets are identified using the Type 

ttribute. At this point, the developer must explore databases to 

dentify vulnerabilities efficiently. CIHML uses the National Vul- 

erability Database (NVD), ( Booth et al., 2013 ) and Common Vul- 

erabilities and Exposures ( Common Vulnerabilities and Exposures 

VE., 2023 ) as sources of vulnerability information. The vulnerabil- 

ties identified need to be rated according to their severity, which 

s enabled by the Rating attribute. A vulnerability severity rating 

ystem can be used for reasons of consistency. The security sever- 

ty rating helps developers to determine how best to approach a 

ulnerability based on the CVSS ( NIST, 2022 ) rating, which consists 

f a formula made up of three main metric groups: base, tempo- 

al and environmental. The Base metric assesses the severity of 

 vulnerability on the basis of its intrinsic characteristics, which 
12 
re mostly constant over time. The Temporal Metrics is based on 

actors that change over time, such as the availability of exploit 

ode ( Cichonski et al., 2012 ). Environmental metrics consider fac- 

ors such as the presence of mitigations in the cyber environment. 

he rating system also consists of a numerical score that produces 

 score ranging from 0 to 10, which can be mapped onto qualita- 

ive ratings, as shown in Table 11 . Once vulnerabilities have been 

dentified and assigned a severity score, an association is created 

n the model between the potential threats that could exploit the 

ulnerability, along with the assets associated with the vulnerabil- 

ty 

ask 2.3 – identify risks. The goal of this task is to identify and as- 

ess the potential outcomes of a successful threat to a cyber asset, 

uch as the possibilities of the destruction of, modification of, or 

nterruptions to assets or critical functions. This can be instanti- 

ted by using the Risk concept of the meta-model. Moreover, there 

re many approaches with which to perform risk analysis that can 

e utilised for this purpose. The developer needs to define an ap- 

roach that makes the identification and accurate estimation of 

isks possible. This will help to ensure that major or prioritised 

isks are not overlooked. The key factors that are considered in or- 

er to estimate risk likelihood include threat agent and vulnerabil- 

ty factors, while others used to estimate risk impact include tech- 

ical and business impact factors. The threat factors employed in 

rder to estimate risk likelihood involve assigning a set of options 

o each factor, and each option contains an associated likelihood 

ating from 0 to 9 (as shown in Table 12 ). 

Technical impact factors are similarly used to determine the im- 

act of risks. Each factor is assigned a set of options, and each op- 

ion is associated with an impact rating from 0 to 9, (as shown 

n Table 13 ). The developer can, therefore, determine the severity 

f risks for assets and business functions, in addition to ensuring 

hat priority is given to more severe risks. This activity produces 

 summary of threat, vulnerability and risk register within the CII 

ontext, as shown in Tables 14 and 15 . 

.4.3. Activity 3– incident response 

This is the last activity that involves the specification and repre- 

entation of incident response activities. The objective of this activ- 

ty is to capture incident response strategies on the basis of threats 

nd vulnerabilities and to improve the understanding and analysis 

f incident response strategies in terms of containment and erad- 

cation actions. The output is, therefore, the modelling of incident 

esponse activities according to the specific needs of critical infras- 

ructure. The activity is, therefore, decomposed into multiple parts 

n order to enable the creation of different views or sub-models, 

s described in the following section. The SPEM 2.0 diagram defin- 

ng the basic pattern of inputs, tasks and outputs of this activity is 

hown in Fig. 5 . 

ask 3.1 – identification and analysis of incidents. This task provides 

 meticulous analysis of one or multiple incidents. The analysis 

onsiders attributes such as the severity and priority of incidents. 

rimarily, the task consists of two steps, namely cyber incident de- 

ection and analysis, which pave the way for the subsequent task 

or containment, eradication, and recovery. 

In the case of Incident detection, this phase entails the applica- 

ion of different techniques and tools with which to detect cyber 

ncidents. A developer must collect and log security event data for 

he detection of incidents and the support of incident analysis us- 

ng the Evidence and Incident Type attribute of CyberIncident con- 

epts. The Evidence concept enables the various automated detec- 

ion capabilities that are used to identify a cyber incident to be 

dentified. Incidents can, therefore, be detected by various means, 

ith varying levels of detail. Automated detection capabilities such 
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Table 9 

Threat Rating Matrix. 

Category 3 (High) 2 (Medium) 1 (Low) 

Damage Potential (D) Complete system or data destruction, and 

unavailability of assets and critical 

functions 

Compromises or impacts on a subset of 

assets and critical functions 

Minor: an impact on a small number of 

assets and critical functions 

Reproducibility (R) A threat could be reproduced to 

compromise assets and critical functions 

The threat can be reproduced, but only by 

an authorised user 

It is improbable that the threat will be 

replicated. 

Exploitability (E) A novice threat actor can easily 

compromise assets and bring down 

critical function. 

Attack tools freely available, or an exploit 

is easily performed using novice tools 

Advanced programming and in-depth 

knowledge, with custom or advanced 

tools 

Affected Users (A) All users Some users but not all None 

Discoverability (D) Vulnerabilities in the asset are very 

noticeable and can be easily exploited 

Weaknesses in the assets are rarely 

discovered. 

Vulnerabilities are hardly present and 

rarely discovered. 

Fig. 5. SPEM 2.0 diagram of Activity 3: Incident Response. 

Table 10 

Threat Severity Matrix. 

Values Rating 

12 to 15 High 

8 to 11 Medium 

5 to 7 Low 

Table 11 

Vulnerability Rating. 

Rating Score 

Low 0.1–3.9 

Medium 4.0–6.9 

High 7.0–8.9 

Critical 9.0–10.0 
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relevance and robustness to control mechanisms in order to ad- 

T

R

s log management tools, antivirus software, intrusion detection 

ystems, intrusion detection systems, and vulnerability scan data 

an be used to detect incidents. Incidents may also be detected 

y manual means such as user reports, especially because some 

ncidents can be easily detected manually, whereas others can go 

ndetected without automated processes. 

Furthermore, in the case of Incident analysis, the analysis fo- 

uses on evaluating an incident in order to determine its scope, 

he methods used, and the vulnerabilities exploited. It is neces- 
able 12 

isk Likelihood. 

Threat Factor 

0Factor Description 

Ease of Discovery How easy is it for this group of threat agents 

to discover this vulnerability? 

P

Ease of Exploit How easy is it for this group of threat agents 

to exploit this vulnerability? 

T

Awareness How well known is this vulnerability to this 

group of threat agents? 

U

Intrusion Detection How likely is it that an exploit will be 

detected? 

A

m

13 
ary to review the collected evidence and attack vectors that the 

hreat action is using in order to exploit the vulnerability, The task 

s, therefore, enabled using concepts and attributes of the mod- 

lling language such as Priority, AffectedAssets Impact, Threat, Vul- 

erabilities, Risks, and Control Mechanism. Some incidents are rel- 

tively more important and require a more urgent response than 

thers. A developer should, therefore, assign an incident priority 

cheme based on its impact and urgency for resolution. This "Pri- 

rity" attribute enables a developer to determine incident priority 

ccording to a prioritization matrix. The attribute "AffectedAssets" 

s used to identify the assets that have been affected by a cyber in- 

ident by creating an association between the cyber incident and 

he assets perceived to be affected. 

The consequences of an incident for assets are similarly quan- 

ified using the Impact concept and on the basis of the qualitative 

r quantitative value. The Control Mechanism concept enables the 

eveloper to represent the existing control actions, processes and 

echanisms being used to prevent or mitigate potential incidents, 

hich are categorised according to the Corrective Mechanism, Pre- 

entive Mechanism, and Detective Mechanism. Furthermore, it is 

orth noting that control mechanisms do not always provide the 

omplete security and protection of assets as desired, and the at- 

ribute Measure of Effectiveness consequently enables the assess- 

ent of the effectiveness of existing control measures in terms of 
 to < 3 (Low) 3 to < 6 (Medium) 6 to 9 (High) 

ractically impossible Difficult Substantially easy 

heoretical Difficult Substantially easy 

nknown Obvious Public knowledge 

ctive detection 

echanisms 

Logged & reviewed Not reviewed 
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Table 13 

Risk Impact to Technical Impact. 

Technical Impact 

2 4 6 7 9 
Factor Question to ask 

Loss of 

Confidentiality (C) 

How much data 

could be disclosed 

and how sensitive 

is it? 

Minimal 

non-sensitive data 

disclosed 

Minimal critical 

data disclosed 

Extensive 

non-sensitive data 

disclosed 

Extensive critical 

data disclosed 

All data disclosed 

Loss of Integrity (I) How much data 

could be corrupted 

and how damaged 

is it? 

Minimal slightly 

corrupt data 

Minimal seriously 

corrupt data 

Extensive slightly 

corrupt data 

Extensive seriously 

corrupt data 

Extensive seriously 

corrupt data 

Loss of Availability 

(A) 

How much service 

could be lost, and 

how vital is it? 

Minimal primary 

services 

interrupted 

Extensive 

secondary services 

interrupted 

Extensive primary 

services 

interrupted 

Extensive primary 

services 

interrupted 

All services 

completely lost 

Loss of 

Accountability (AC) 

Are the threat 

agents’ actions 

traceable to an 

individual? 

All services 

completely lost 

Possibly traceable Possibly traceable Possibly traceable Completely 

anonymous 

Table 14 

Threat, Vulnerability and Risk Register. 

Threat 

Type 

Threat Category Target 

Assets 

Threat Severity Severity 

S T R I D E D R E A D 

Table 15 

Threat, Vulnerability and Risk Register. 

Vulnerability Risk Technical 

Impact of Risk Type CVE Reference Rating 
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ress the cyber incident. These considerations will, therefore, pro- 

ide the developer with sufficient insight with which to assess the 

ubsequent containment and mitigation strategies according to the 

rder based on which cyber incidents should be handled. 

It is vital to use an incident prioritisation matrix to determine 

ncident priority. Cyber incident prioritisation can be performed 

ccording to three criteria: (a) functional impact of the incident 

such as current and likely future negative impact on critical func- 

ions), (b) information impact of the incident (such as the confi- 

entiality, integrity and availability of assets), and (c) recoverability 

rom the incident (such as time and types of resources that are re- 

uired in order to recover from the incident) NIST ( Cichonski et al., 

012 ). The purpose of this prioritisation is based on the presump- 

ion that highly rated incidents must be handled and resolved be- 

ore low rated incidents. Although the developer can best decide 

n appropriate criterion, the functional impact criteria are more 

uitable as regards prioritising incidents according to negative im- 

acts on critical functions, and this is consequently considered in 

his process and presented in Table 16 . 

Furthermore, as mentioned earlier, the impact or magnitude of 

arm resulting from a cyber incident is estimated using the Impact 

oncept. The Severity attribute of the concept is specifically used to 

etermine an impact in terms of loss, failure or damage that could 

esult in an adverse effect on critical functions or assets. A ma- 

rix with which to determine the impact on organisational assets 

nd functions can be used. The assessment scales shown in the im- 

act matrix can be tailored according to organisation-specific con- 

itions, as shown in Table 17: 

Moreover, the effectiveness of control can be determined by 

sing standard quality metrics for each of the control categories. 

SO/IEC 27004:2016-12-15 provides guidelines that are intended 

o assist organisations in evaluating the information security per- 

ormance and the effectiveness of the ISMS" ( ISO/IEC_27004:2016, 

016 ). The guideline identifies a measurement method and four 

roups of controls that can be measured: (a) management con- 
14 
rols such as security policy, security procedures, business conti- 

uity plans; (b) business processes such as risk assessment and 

isk management process; (c) operational controls such as opera- 

ional procedures, change control, problem management, back up, 

nd secure disposal, and (d) technical controls such as patch man- 

gement, antivirus controls, IDS, firewall and content filtering. Ul- 

imately, this ISO guideline can be used to assess the effectiveness 

f controls using the attribute Measure of Effectiveness. 

ask 3.2 – define incident containment, eradication and recovery ac- 

ions. The goal of progressing through the preceding task is to de- 

ne actions that will contain and eradicate an incident. In other 

ords, it is crucial to implement strategies with which to contain 

nd remove incidents in order to avoid incidents of overwhelming 

ssets. This task, therefore, focuses on the analysis of appropriate 

nd implementable incident response strategies with which to ad- 

ress cyber incidents. The goal is to enable a developer to create an 

ndependent model that captures the essential strategies required 

n order to contain and reduce the potential impacts of an incident, 

long with the strategies for the actual restoration of affected as- 

ets. As occurs with the previous models, the modelling activity in 

his task uses concepts from the incident handling modelling lan- 

uage, along with the integration of various techniques and prac- 

ices in order to support the modelling activity. 

The central concept that enables modelling at this level is fun- 

amentally the CyberCourseOfAction, which entails a combination 

f processes or measures with which to respond to or mitigate the 

otential impacts of predefined or anticipated cyber incidents. As 

he control actions for incident containment and eradication may 

ary according to incident types, strategies for a cyber course of 

ctions consider these variations in order to enable the implemen- 

ation of different strategies for each significant incident type. Cy- 

er course of action strategies can, therefore, be implemented from 

wo perspectives, namely (i) a procedural course of actions dealing 

ith control actions such as security policies and awareness and 

raining, and (ii) a technical course of actions such as cryptography 

nd access control. These two categories of cyber course of action 

re modelled according to ProceduralCourseOfAction and Technical- 

ourseOfAction inherence. 

When defining and modelling technical and procedural courses 

f actions, it is, therefore, essential to consider a set of standard 
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Table 16 

Functional Impact Categories for Incident Prioritization. 

Category Rating Definition 

None 0 No effect on the ability to provide all users with critical functions. 

Low 1 The minimal effect. All users can be provided with critical functions but with limited efficiency. 

Medium 2 The inability to provide a subset of users with critical functions. 

High 3 Complete incapacity to provide any users with critical functions. 

Table 17 

Incident Impact Rating. 

Qualitative Values Semi-Qualitative Values Description 

Very High 95–100 10 The impact of an incident is sweeping, affecting almost all of the assets and critical functions. 

High 80–95 8 The impact of an incident is extensive, affecting most of the assets, including many critical functions. 

Moderate 21–79 5 The impact of an incident is substantial, affecting a signification portion of assets, including some critical 

functions. 

Low 5–20 2 The impact of an incident is limited in nature, affecting some assets but not involving any critical functions 

Very low 0–4 0 The impact of an incident is minimal and negligible, involving a few if any assets and involving no critical 

functions. 

Table 18 

Incident Response Matrix. 

Cyber Incident Impact Control Mechanism CCoA 

Type Affected Asset Severity Affected Assets Incident Priority Severity Detective Preventive Corrective Procedural Technical 
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D

ctions for cyber defence that provides actionable practices and 

echanisms with which to contain, mitigate and eradicate most of 

he pervasive and dangerous cyber-attacks. We follow CIS CSC con- 

rols to determine the suitable controls. This activity produces an 

ncident response register summarising all the information related 

o the CyberCourseOfAction, as shown in Table 18 . 

.5. CyberSANE tool 

In order to support the implementation and application of the 

IHML Process, a tool called CyberSANE has been developed. It is 

 Cloud web application developed using HTML5 (HTML, CSS and 

avaScript) and Node.js technologies, complemented with an API 

hat, through a series of endpoints, allows the integration of the 

odels and data generated in the web tool into other external 

ystems in a manner that is easy and transparent for the opera- 

or. The tool can run through the use of a standard web browser 

nd can be accessed at https://cybersane-4af7f.web.app/ . It is nec- 

ssary to create credentials prior to accessing the portal. The initial 

age, therefore, allows users with valid credentials to log in so as 

o carry out the activities provided in the dashboard. 

The objective of the tool is to automate the incident handling 

rocess. It consists of two main interfaces, Critical Information In- 

rastructure (CII) and incident analysis, which are associated with 

he relevant functionality required to perform tasks. The main fea- 

ures include modelling, reporting, prioritisation and attack path 

iscovery, which are required for the CII and incident analyses. The 

II analysis considers assets, goal, constraint, vulnerability, and ac- 

or based on the specific context. The modelling feature makes it 

ossible to visually present all these entities using standard nota- 

ions for the purpose of critical analysis. One of the key benefits of 

he tool is the prioritisation of the incident through the adaption 

f an incident heat map. The incident heat map, therefore, visually 

resents the incidents in different coloured segments on the basis 

f their priorities. This makes it possible to understand which inci- 

ents need immediate attention, thus allowing appropriate control 

ctions to be taken into consideration in order to tackle the inci- 

ent. The tool includes the reporting features required in order to 

roduce a detailed incident based on the tasks performed in the 

ncident identification and prioritisation activities. 

CyberSANE tool allows the different models developed through 

he CIHML Process to be generated graphically and intuitively. The 
15 
ool, therefore, allows the creation, customisation and adaptation 

f each model to the context of the infrastructure in which the 

rocess is being applied, defining each of its elements and connec- 

ions related to the managed security incidents. In addition, the 

odels generated can be used as a knowledge base to support the 

apid and effective categorisation of future incidents. Fig. 6 shows 

n example of a CII Analysis Model created in CyberSANE. As stated 

reviously, the CII analysis includes asset, goal, constraint, actor, 

ulnerability and specific CI sector, signifying that this information 

an be used to identify and analysis possible incidents. 

Furthermore, the tool makes it possible to collect, compile and 

ummarise all the information obtained from security incidents 

hrough the CIHML Process. It consequently provides the tasks 

f analysis, categorisation, prioritisation and decision-making with 

utomated support for incident management and resolution. Fig. 7 

hows an example of the incident prioritisation task implemented 

n CyberSANE, which includes the incident heat map in order to 

isually present and prioritise the incidents. This will support in- 

ormed decision making in terms of a specific incident that re- 

uires immediate attention. 

. Implementation 

We have implemented the proposed modelling language in a 

eal industrial context. The goal of the implementation is to pro- 

ide a detailed description of how the proposed model can be 

sed to improve the understanding and representation of cyber in- 

ident handling activities. The study context is based on an energy 

ompany that specialises in solar energy production, storage and 

istribution services. In order to protect the confidentiality of our 

tudy context, we have used a fictitious name "ABZ" to refer to 

ur case study. the objective of the implementation is, therefore, 

o: i) Demonstrate the applicability of the cyber incident modelling 

anguage to a real studied context; ii) Determine the suitability of 

odelling for the CII, and iii) Generalise our findings to existing 

orks. 

.1. Study context 

ABZ operates an integrated platform (SIDE/Smartly Integrated 

istributed Energy platform), with several digital services on top 

https://www.cybersane-4af7f.web.app/
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Fig. 6. Example of CII Analysis Model in CyberSANE tool. 

Fig. 7. Example of incident prioritisation in CyberSANE tool. 

t

m

c

h

m

r
S

e

a

t

o

c

a

4

a

a

s

c

hat help energy "customers", utilities and grid operators to opti- 

ise power flows, secure the electricity grid and finally reduce the 

ost of electricity. The SIDE platform constitutes a smart software- 

ardware solution optimised for Grid 2 Home / Home 2 Grid opti- 

isation of a distributed generation system. The platform incorpo- 

ates a bundle of components such as: 

• A range of web apps for the end-user (SIDE UIs) that enable 

users to see the power flow between the solar system, the bat- 

tery and the grid of their households in real-time. 

• The SIDE gateway, which is an intermediate device between 

sensors, smart meters, inverters, the battery and appliances and 

the SIDE Platform that creates value from data collection and 

control. 

• The SIDE Virtual Power Plant (VPP), which is a cloud infrastruc- 

ture and software platform that operates a smart grid network 

of a population of distributed assets that are securely intercon- 

nected via Side Gateway. 

• The SIDE CRM, which is a bespoke back-office CRM application 

that automates the entire business process. 
16 
• The SIDE Panel, which is an electric panel specially designed to 

accelerate the installation process of the system and eliminate 

connectivity errors; and the SIDE IoT platform, which is our ab- 

stract software running framework. 

Attacks on "Solar Energy Production, Storage and Distribution 

ervice": Various combined cyber-attacks may affect the solar en- 

rgy service examined. With regard to the cyber part, there may be 

ttacks on the back-end SIDE Platform, such as gaining unauthen- 

icated, remote access to IoT components and other components in 

rder to disrupt services. Other cyber-attacks may target the IT and 

ommunication systems that are used to process the sensed data 

nd transmit them to the corresponding IT systems. 

.2. Cyber incident 

ABZ experienced a cybersecurity incident on multiple systems 

cross their network. The in-house security team determined that 

 large-scale malware incident had occurred and had quickly 

pread across the network, affecting several CII assets, including 

ustomer information and system/process data. A detailed analysis 
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Table 19 

Analysis of CII Table. 

Critical Infrastructure Asset 

Critical Sector Critical Functions Category Type Criticality 

Electricity Solar energy management services 

Production, distribution and 

transmission of solar energy 

Communication 

Network 

Customer Premises Network 2 

Distribution Grid Network 3 

Transmission Grid Network 3 

Systems Distribution Management Systems 3 

Advanced Metering Infrastructure 2 

Supervisory Control and Data Acquisition 2 

Smartly Integrated Distributed Energy Platform 3 

Data Personal/Private Data 2 

Process Data 2 

Metre configuration data 2 

Software/Hardware Data 1 

Security Controls Security Information and Event Management (SIEM) 2 

Network Security and Monitoring Tools 1 
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f the actual nature and scale of the malware attack revealed the 

resence of a "Jigsaw Ransomware attack", which is a form of ma- 

icious code that infects systems and typically performs operations 

uch as file encryption. The attack propagated and encrypted mul- 

iple hard disks containing processes, systems and customer data, 

endering them inoperable and inaccessible to both users and cus- 

omers. This resulted in the unavailability of the production, dis- 

ribution, and transmission functions of solar energy. A ransom 

ote was subsequently generated demanding payment in Bitcoins 

nd threatening to delete encrypted files for every hour of non- 

ayment of the ransom. In summary, the Jigsaw Ransomware inci- 

ent resulted in solar energy management systems becoming com- 

letely unfunctional, thus incapacitating the distribution of energy 

o customers. 

After realising that the situation existed, the company saw the 

eed to have a holistic and integrated approach for the identi- 

cation, assessment and recovery from the cyber incident. Fur- 

hermore, the decision-makers required a modelling approach that 

ould improve the understanding and representation of the pro- 

esses, threats and vulnerabilities while simultaneously facilitating 

ncident resolution in an easy-to-use and easy-to-understand fash- 

on. 

.3. Process implementation 

In this section, we present a summary of the implementation 

rocess of CIHML. It is essential to mention that the implementa- 

ion processes, details and artefacts are summarised in this paper 

wing to space limitations. 

.4. Activity 1 – identify critical sector and functions 

The implementation activities were initiated in conjunction 

ith a team of Security Analysts and IRT. Formal engagements and 

riefings concerning the implementation process were carried out 

n order to prevent any misunderstandings regarding the contex- 

ual aspects of our approach and to prevent premature conclusions. 

nputs from multiple stakeholders were, therefore, used as the ba- 

is on which to develop the first step towards identifying the criti- 

al functions’ peculiar to ABZ. In this direction, having analysed its 

ontext in terms of its strategic and operational objectives, ABZ’s 

omain of operations falls under solar energy production, storage 

nd distribution. The analysis yielded a detailed list of assets and 

heir criticality, actors, security and privacy constraints, as shown 

n Tables 19 and 20 , respectively. This activity also produces a CII 

nalysis model that visually captures the critical functions, Actor, 

nd constraints ( Fig. 8 ). 
17 
.4.1. Activity 2 – threat analysis model 

This activity identifies and analyses the threat and generates 

he risk register on the basis of the incident pertinent to ABZ. 

e emphasized the identification, analysis and modelling of the 

otential threats that may lead to the exploitation, interruption 

r destruction of assets and critical functions negatively. This was 

chieved by exploring the ENISA Threat Taxonomy, which pro- 

ides a tier-based classification and grouping of threats into var- 

ous categories. The engagement and support of the Security Ana- 

ysts, therefore, allowed us to perform an overall assessment that 

roduced a complete overview of those threats and vulnerabilities 

hat could result in the assets being compromised. Tables 21 and 

2 present the main threats and vulnerabilities. 

A threat analysis model ( Fig. 9 ) was subsequently designed in 

rder to graphically and accurately represent the possible sever- 

ty of threats, a vulnerabilities rating, and the level of the impact 

ssociated with risks. The model provides the ability to articulate 

omplex information and enhances awareness of threat landscape, 

n addition to enabling ABZ to clarify its threat assumptions. The 

odel, therefore, represents ABZ within its boundary as a critical 

nfrastructure consisting of multiple assets and potential threat ac- 

ors – cybercriminals and the malicious insider. Each threat actor is 

apped onto a specific threat, including the vulnerabilities that are 

ypically exploited in order to compromise assets, and the result- 

ng risk or consequences of threat actor activities. In this instance, 

 cybercriminal using a set of TTP, identifies missing authentication 

ulnerabilities existing in a decision support system that assists the 

perators to monitor, control, and optimise the performance of the 

lectric distribution system, and security configuration vulnerabil- 

ties in communication networks. The cybercriminal launches an 

ntire attack set that would include multiple threats and purposes. 

 malicious code is specifically injected that enables the threat ac- 

or to change the configuration of network communications and al- 

ows them to gain access to and modify sensitive data. The actions 

f the threat actor resulted in multiple forms of risks – unautho- 

ised tampering and the disclosure of sensitive data and unavail- 

bility of service, which consequently affected the production, dis- 

ribution, and transmission of solar energy. 

The modelling of all the elements related to an incident, along 

ith the relationships among them, therefore allows both the op- 

rators and the specific cyber security personnel involved to visu- 

lly obtain an accurate overview of all the aspects related to the 

ontext of the cyber incident. The model thereby provides a bet- 

er understanding and analysis of the existing vulnerabilities, the 

hreats involved in the incident, the attack mechanisms and even 

he behaviour of the cyber attacker. 

In addition, as a result of this activity, a qualitative assessment 

f the different factors that allow the contextualisation and an un- 
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Table 20 

Actor Profile. 

Actor Goals Constraints 

Type Role Type Security Privacy 

Generation and 

distribution operators 

The operating managers 

responsible for the 

optimisation of 

production, distribution 

and transmission of solar 

energy 

Ensure efficient delivery of 

critical functions 

Protection against cyber 

incidents that could cause 

blackouts, power 

overloads, device 

malfunction, and data 

tampering 

Share/use private customer 

data and system data only 

when approved 

Technology vendors Provision of third-party 

software and hardware 

solutions such as SCADA 

Software 

Provision of reliable cyber 

solutions to support 

workflow, production and 

distribution of solar 

energy 

Integrity and availability of 

and hardware and 

software solutions 

Complete compliance with 

GDPR rules for Data 

Privacy 

End-user Consumption/use of solar 

energy at domestic and 

industrial levels. 

Consumption of stable, 

cost-effective and reliable 

solar energy 

Secure access to energy 

services and monitoring 

and control 

Proper notification 

regarding the purpose of 

use, processing and 

transfer of personal data 

System Operator Responsible for the 

configuration, supporting 

and maintaining cyber 

assets. 

Maintain security 

procedures for assets and 

customer data security 

Authorised access and use 

of assets 

Share/use private data 

only when approved. 

Fig. 8. Analysis of CII Model. 

Table 21 

Threat Analysis. 

Threat Type 

Threat Category 

Target Assets 

Threat Severity 

Severity 
S T R I D E D R E A D 

Malicious Code ∗ ∗ ∗ Overall Assets 3 2 3 3 3 High 

Elevation of privilege ∗ ∗ Overall Data 2 2 3 1 3 Medium 

Data tampering ∗ ∗ Private, Metre and 

Process Data 

3 2 3 2 3 High 

18 
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Table 22 

Vulnerability Analysis. 

Vulnerability 

Risk 

Risk Technical Impact 

Type CVE Reference Rating C I A AC 

Elevation of privilege 

vulnerability 

CVE-2018-8453 High Unauthorized tampering and 

disclosure sensitive data. 

7 7 9 6 

File Disclosure 

vulnerability 

CVE-2019-11510 Critical Unavailability of essential 

functions and services 

6 7 9 9 

Fig. 9. Threat Analysis Model. 
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erstanding of the impact of the incident (categorisation and crit- 

cality of the threats involved in each incident, evaluation of the 

elated vulnerabilities, assessment and potential impact of the in- 

erent risks) is also generated. This information complements the 

ncident knowledge base and provides initial guidance with which 

o facilitate an accurate understanding of the context, causes and 

ffects of each event after modelling. The modelling language also 

ncludes a comprehensive understanding and the specific vision of 

he critical infrastructure context. 

In addition, and as mentioned previously, the Cybersane soft- 

are offers tools that guide the operator in the analysis and pri- 

ritisation of cyber incidents. It also allows the reuse of knowledge 

enerated from the modelling of previous security events as a basis 

or analysis and decision-making on new incidents that may have 

ommon characteristics. 

.4.2. Activity 3 – incident response 

The IRT at ABZ initiated a sequence of modelling activities that 

ere aimed at representing the cyber incident analysis and re- 
19 
ponse. The first task was an internal investigation of the cyber 

ncident and its potential impact on assets. The initial application 

f detection mechanisms and incident analysis activities allowed 

he IRT to express concerns and establish the operationalisation of 

 Jigsaw Ransomware as a result of cybercriminal activities that 

xploited a buffer flow vulnerability and malicious code injection. 

he analysis accordingly identified the cybercriminal’s fingerprints 

n one of the systems, and a further examination revealed that 

he incident had impacted on multiple assets and rendered critical 

unctions unavailable. An incident register was created containing 

nalysis information, including the type, affected assets, severity, 

nd other details about the incident, as shown in Table 23 . 

Furthermore, a holistic and definitive model was developed on 

he basis of the incident identification and analysis register, which 

rovided a more precise representation of the incident details to 

nsure streamlined, consistent and coordinated response activities. 

n particular, the model offers a consolidated view of the specifici- 

ies of the cyber incident ( Fig. 10 ). The view is underpinned by the

nalysis result obtained from the IRT. The model highlights the ac- 
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Table 23 

Incident Identification and Analysis. 

Cyber Incident Details 

Impact 
ID Type Priority Affected Assets & Functions 

CI01 Malicious Code 

Injection 

(Jigsaw 

Ransomware) 

Data extrusion 1 Private Data 10 

Data encryption 2 Transmission Grid Network 8 

Lateral Movement 1 Distribution Management System 8 

Production, Distribution, and Transmission of solar electric power 8 

Fig. 10. Incident Analysis. 
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ivities of a Cybercriminal as the perpetrator of the incident, This 

erson performed the reconnaissance of ancillary communication 

hannels, systems and services in order to identify common ex- 

sting vulnerabilities. The cyber attacker then used a set of tactics, 

echniques and procedures to accomplish the injection of malicious 

ode by exploiting a buffer overflow vulnerability. The malicious 

ode followed a succession of stages, from the exfiltration, lateral 

ovement and encryption of data. The operationalisation of the at- 

ack enabled the attacker to gain access to and rendered critical 

istribution management systems, transmission control networks, 

nd personal data unavailable. The model, therefore, provided the 

asis for IRT and ABZ operators to understand and plan for an im- 

lementable cyber course of actions with which to react to the in- 

ident. 

The second task involved the IRT embarking on a coordinated 

et of actions that stress the allocation of capabilities and resources 

or the eradication and recovery from the cyber incident. The ac- 

ions entail a various coordinated cyber course of action strategies 

rom a procedural and technical perspective, whose main objective 

as to limit further impact on ABZ assets, along with improving 
20 
he existing control mechanisms. Before the implementation of the 

ourse of action strategies, the IRT had identified weaknesses in 

xisting control measures, thus allowing the cybercriminal to in- 

ltrate all inbound and outbound connections into the communi- 

ation networks of ABZ. The IRT, therefore, deployed a procedural 

ourse of action, which introduced a set of administrative controls 

n the form of policies and standard operating procedures. For ex- 

mple, policies mandating automated patch management to sys- 

ems, along with regular data backup, were introduced. In addi- 

ion, the technical course of actions was introduced, imposing a set 

f monitoring, detection and control systems for incident contain- 

ent and eradication purposes. The IRT consequently proceeded to 

evelop an incident response model based on the cyber course of 

ction strategies highlighted in Table 24 . The model played a vital 

ole in providing a realistic representation of multiple actions and 

nabling the IRT to articulate the elements of incident response 

trategies in terms of the strategic and functional course of actions, 

hus helping ABZ to develop a clear incident response roadmap 

 Fig. 11 ). 
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Table 24 

Incident Response Strategies. 

Actor Goal 

Control Mechanism CCoA 

Detective Preventive Corrective Procedural Technical 

IRT Eradicate and 

recover from 

incident 

Intrusion Detection 

Systems 

Firewalls Data and Process 

Backup 

Management and software 

update tools 

Manage Network Devices Using Multifactor 

Authentication and Encrypted Sessions 

Regular data backup and 

proper protection using 

encryption 

Host-based firewalls on end systems, with a 

default-deny rule that drops all traffic except 

those services and ports that are explicitly 

allowed 

Fig. 11. Incident Containment, Eradication and Recovery. 
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The incident analysis information was, therefore, used as the 

asis on which to generate models, including specific action plan- 

ing to tackle the threats identified. The cyber courses of action 

imilarly also considered the actions required in order to review 

nd correct the vulnerabilities found. 

The models generated not only offered the possibility of repre- 

enting cyber-action strategies, but also of providing a specific con- 

ext for all the factors to be taken into account and the relation- 

hips among the different elements linked in the response plan. In 

ddition, both the context and assessment of the incident and the 

roposed course of action were modelled by taking into account 

he control mechanism and its categorisation, and the cyber course 

f action was adapted to a critical infrastructure context. 

In a complementary manner, the added value of the Cybersane 

ool as regards providing support for decision making should be 

ighlighted. In this respect, heat maps were a valuable resource as 
t

21 
egards planning incident response actions based on the defined 

nd depicted priorities calculated from the information gathered 

n the previous step. The strategic and functional course of actions 

imilarly became part of the tool’s knowledge base, thus enhancing 

ybersane’s decision-making support features based on the future 

ossibilities of reusing the knowledge generated in the incident re- 

ponse for the company itself. 

. Discussion 

The proposed modelling language presented in this paper has 

roved to be effective as regards analysing and representing cyber- 

ecurity incident handling processes. We have identified a list of 

riteria for the modelling language, and CIHML satisfies these crite- 

ia. We have considered three different views, namely CII analysis, 

hreat and risk analysis, and incident response views that allow the 
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isual representation of the incident handling process. The under- 

ying concepts of CIHML are formed according to relevant cyberse- 

urity domains, including security requirements, incident handling, 

orensics, and risk management. This means that the concepts are 

ital for analysing the incident and including and determining the 

uitable cyber course of actions for the incident management. The 

roposed process consists of three activities that allow CII opera- 

ors to systematically manage post-incident activities based on the 

mplementation of the concepts and models in CIHML. 

.1. Observed results 

Upon observing the studied context, it was found that the pro- 

osed approach is promising for the analysis and modelling of in- 

ident response processes for critical information infrastructure. In 

articular, the three distinct models relating to CII, threat and risk, 

ncident response and its visual presentation efficiently connect 

ritical infrastructure and related functions with specific threats, 

isks and incidents, thus allowing an appropriate cyber course of 

ctions to be determined. The process systematically supports the 

nalysis and control of the cyber incident, in addition to producing 

arious artefacts with which to record threats, risks, incidents, and 

ontrol actions. 

.2. Lessons learned 

The implementation process made it possible to learn lessons 

nd discover opportunities for improvements. Our observations in- 

icate that the CII operators involved in the implementation pro- 

ess of CIHML initially found it challenging to understand and cre- 

te the different modelling views in CIHML. In other instances, op- 

rators successfully created the models without understanding the 

ctual purpose and benefits for creating them. This is mainly be- 

ause the CII operators had varying levels of knowledge and expe- 

ience of requirements engineering and modelling, which in some 

espects hindered their ability to sufficiently understand the con- 

epts and how they could be used to create the different models. 

owever, as the implementation exercise progressed, their under- 

tanding improved significantly, and they performed the activities 

apidly and spent less time building the models. For instance, the 

nalysis of CII enabled them to gain a new perspective of the criti- 

al functions, requirements, roles and actor goals that they had not 

reviously considered. In particular, CIHML initiates with a critical 

nfrastructure analysis, including specific critical sector, assets, pos- 

ible actors within the sector, their goals and related security and 

rivacy constraints. The underlying model based on these entities 

isually demonstrates the interdependencies among them and sup- 

orts the threat analysis. 

Similarly, the threat analysis modelling approach fostered im- 

licit analysis. We found that it empowers CII operators to iden- 

ify new vulnerabilities of the assets, understand the threats that 

re associated with a specific cyber incident, how an incident oc- 

urred, and the priority and impact of the incident. It aims to 

rovide a structured representation of threat information that ex- 

resses valuable situational and contextual threats within specific 

II context. To this end, CIHML has adopted the STRIDE and DREAD 

odels and links with the CVE for the potential causes for the 

hreats. The vulnerabilities are also ranked on the basis of the CVSS 

core. The threats and vulnerabilities allow risks to be identified 

nd quantified. The incidents are identified and prioritised on the 

asis of the threats and vulnerabilities and are linked with the as- 

ets and functions. CIHML also guided the practitioners to choose 

ight level of controls and course of action required to tackle the 

ncidents. The incident containment and eradication model also 

elped the CII operators to achieve consistent results by provid- 

ng a baseline of control considerations that led them to focus 
22 
n the appropriate incident response actions and strategies. The 

ontrols are categorised in terms of detective, preventive and cor- 

ective controls with a procedural and technical course of actions. 

IHML integrates industry specific standards and practices such as 

TRIDE and CVE, which will support the more widespread adoption 

f CIHML. The underlying activities used for the CIHML are fully 

perational based on the context studied. The visual modelling of 

he CII, threat and incident analysis made it easy to communicate 

he incident by relating information to the relevant stakeholder, 

nd this further supports informed decision making. 

.3. Challenges encountered 

A few challenges were observed after implementing the CIHML 

n the context studied. Some of the challenges encountered apper- 

ain the sharing of common knowledge of the concepts among CII 

perators. Although we proposed a conceptual model and a rep- 

esentation of the concepts and their attributes, we observed that 

he operators initially struggled to understand the specific termi- 

ology/concepts of CIHML, which resulted in inconsistency and an 

neffective im plementation. Based on the context studied, the users 

ound it challenging to develop the model. Additionally, if the CII 

ontext is complex, such as large number of assets, actors, func- 

ions and goals, then the model will be much more complex. We, 

herefore, aim to develop a user manual document that will allow 

he users to easily follow the process and develop the artefacts. 

e shall develop guidelines on how to split the model in order 

o provide a better understanding of the CII. We also plan to in- 

lude a common point of compromise to allow the controls to be 

rioritised in order to tackle incidents. We additionally intend to 

se an ontology as the foundation on which to enhance the con- 

eptual elements of CIHML, whose objective will be to convey a 

hared understanding of the concepts. 

. Conclusion 

Cyber threats are rapidly evolving, which is constantly increas- 

ng the security incident, particularly as regards the critical infor- 

ation infrastructure. As recent conflicts (e.g. Ukraine-Russia war) 

ave shown, critical infrastructures are one of the weakest points 

n the ecosystem of a modern society. Security incidents may, de- 

ending on the severity of their impact, have catastrophic conse- 

uences for the global continuity of businesses, governments, and 

ffect the quality of citizens’ lives. 

This paper presents a new proposal with which to deal with 

ncident management in critical infrastructures. To this end, a lan- 

uage and a modelling process have been developed with the aim 

f analysing and managing security incidents in this type of infras- 

ructure. 

The results obtained from its application in the context of case 

tudies show that it is a viable solution for the management of this 

ype of incident. The work decomposes multiple models, which 

llow the visual representation of and correlation among threats, 

isk, incident and control. Its application to a critical infrastructure 

n the energy sector has been presented in this paper. 

As future work, we plan to add new case studies, which will 

llow a transfer of knowledge from the linguistic model to critical 

nfrastructures, and this will provide valuable feedback to improve 

he modelling language presented. This will also provide valuable 

atasets to be used in the subsequent phases. 

We now plan to extend the model by adding new data anal- 

sis techniques associated with the field of deep learning. To this 

nd, the current model will be integrated with machine learning 

lgorithms in order to obtain incident patterns associated with the 

ype of critical infrastructure, and to predict future incidents, along 

ith the severity associated with them. Incident prediction will 
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lso be validated using datasets of cybersecurity incidents on crit- 

cal infrastructures in different sectors. 

Finally, the CyberSANE tool employed to support CIHML will 

ontinue to evolve by partially automating the overall process, al- 

ays seeking to ensure that the automation of the functionalities 

s of value to professionals by helping them to make decisions but 

llowing them to make the final decision. 
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